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Heat and Mass Transfer 
Problems for Film Cooling 
In the paper, a review of calculation methods and of experimental results for heat transfer 
under film cooling is presented. The effects of arrangement of film cooling, longitudinal 
pressure gradient, nonisothermality and compressibility of the gas, injection of a foreign 
gas, surface roughness, swirling of flow, and turbulent pulsations of the main gas flow on 
the effectiveness of film cooling are considered. A generalized correlation for the effec
tiveness of film cooling, is proposed, which makes it possible to take into account the 
influence of the above factors. It is shown, that in determination of the heat transfer 
coefficient in the region of film cooling, it is necessary to take into account the influence 
of injected gas on the development of the thermal boundary layer. A method of calculation 
for combined cooling (film, porous or transpiration and convective), which accounts for 
effect of longitudinal heat conductivity of the wall on the film cooling effectiveness is 
proposed. An estimation of profile losses on a gas turbine blade is given for the cases of 
film and porous or transpiration cooling. 

Introduction 
Advances in many branches of engineering are connected with 

the use of higher and higher working temperatures, perfection of 
cooling systems for power installations and further development of 
the theory of heat transfer (Kays and Crawford, 1987). One of the 
most promising methods of thermal protection of heating surfaces 
is the use of gas film cooling. Despite intensive development of 
numerical methods for calculation of film cooling problems (for 
instance, Garg (1989)), simple and reliable correlations, which are 
based on clear physical models, that make it possible to generalize 
experimental data for complex boundary conditions, are necessary 
for complex engineering calculations. 

Hartnett (1985) unites all kinds of cooling connected with 
injection of a cooling fluid to a heat transfer surface (film cooling, 
transpiration cooling, ablation) under the single label of mass 
transfer cooling. In Fig. 1, taken from the paper of Hartnett, we can 
see that all kinds of cooling differ only with by the method of 
submission of a cooling fluid onto a heat transfer surface. In most 
practical cases, mass transfer cooling is used when traditional 
convective cooling is insufficient to maintain the temperature of 
the wall at a given level. The greatest application of mass transfer 
cooling has been to aircraft and space engineering, where it is used 
to protect a surface of a turbine blade or flying vehicle from the 
impact of the influence high enthalpy gas flow. In Fig. 2 the 
comparison of various methods of cooling gas turbine blades 
(Leontiev, 1993a, b) is presented. 

It is well known that an increase in the gas temperature at the 
turbine inlet is the basic method to advance technical and econom
ical parameters of the gas turbine units and engines. Modern gas 
turbine engines are designed to operate at inlet temperatures of 
1800-2000 K, which are far above the allowable temperatures of 
the metal. Under these conditions, the turbine blades must be 
cooled in order to ensure a reasonable lifetime. This calls for an 
efficient cooling system (see Fig. 3). In Fig. 3 a typical scheme for 
gas turbine blade cooling of an aviation engine is shown. 

A considerable effort has been devoted to understanding the 
coolant film behavior and its interaction with the mainstream flow. 
The film cooling performance is influenced by the wall curvature, 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT 
TRANSFER. Manuscript received by the Heat Transfer Division, Feb. 16,1999; revision 
received, Apr. 20, 1999. Associate Technical Editor: J. Howell. 

three-dimensional external flow structure, freestream turbulence, 
compressibility, flow unsteadiness, the hole size, shape and loca
tion, and the angle of injection. Many studies on film cooling have 
been confined to a simple geometry, for example, two-dimensional 
flat or curved plates in steady, incompressible flow. An excellent 
survey of the work up to 1971 has been provided by Goldstein 
(1971). To the present time many survey papers on film and porous 
or transpiration cooling (Garg, 1999; Hartnett, 1985; Ito et al., 
1978; Ko et al., 1985; Kopelev, 1984; Leontiev et al, 1995; 
Metzgeret al., 1993; Polezhaev, 1997; Volchkov, 1983; Volchkov 
et al, 1965) are known. Several further studies in this field have 
been summarized by Garg and Gaugler (1997). 

There are excellent computational codes, which allow calcula
tion of film cooling of rotating turbine blades. In the paper of Garg 
(1999), the results of predictions using three models of turbulence 
and three-dimensional Navier-Stokes equations are presented. 

It is necessary to note, that numerical calculations, especially for 
turbulent flows, require experimental checking. 

The purpose of this paper is to demonstrate opportunities for 
developing correlations on the basis of simple physical models. 
Methods for developing correlation equations for the analysis and 
generalization of experimental data are shown. Certainly, the ac
curacy of these equations depends on the accuracy of the necessary 
approximations used in the physical models as well as the accuracy 
of empirical constants based on experimental data, and therefore 
on the accuracy of the experimental data itself. 

A problem is also posed to demonstrate opportunities for the use 
of simple physical models in developing correlations that do not 
contain empirical constants. Even such simple formulas allow 
qualitative (and in some cases quantitative) generalization of ex
perimental heat transfer data in complex conditions. Moreover, the 
formulas presented in many cases can be used as a basis for 
developing more exact correlations that use additional empirical 
constants. Examples are given in the paper. 

In this review we shall consider only these problems of film and 
porous cooling which, from our point of view require further 
investigation. 

The first idea of calculation of heat transfer in a presence of gas 
film cooling using the equilibrium temperature of the wall was 
stated by Prof. E. Eckert (Eckert and Cho, 1994; Eckert and Drake, 
1972) who received the first Max Jacob award in 1961 (Jakob, 
1957). For conditions of gas film cooling it was suggested to define 
the heat flux using the following correlation: 
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Fig. 1 Various mass transfer cooling schemes 

qw=a(Tl-Tw), (1) 

where T* is the temperature of an insulated wall in the presence of 
gas film cooling; a is the heat transfer coefficient in the absence of 
gas film cooling. 

Thus the problem was reduced to a determination of the insu
lated wall temperature. 

Effectiveness of Film Cooling 

Many researches have been made and many empirical correla
tions have been offered for the determination of the temperature of 
the insulated wall. 

The effectiveness of the cooling system is determined by the 
parameter ®, where 

® = (r„ - n)/(r„ - r), (2) 

and T0 is the gas temperature, 7" is the temperature of an injected 
gas, and T* is the temperature of the insulated wall or adiabatic 
temperature of the wall. 

In the paper by Hartnett (1985) a comprehensive review of these 
correlations is presented and a comparison of the calculated results 
for gas film cooling effectiveness when using three different for
mulas is given. These formulas are as follows. 

Librizzi and Cresci (1964): 

& = 
1 + 

(3) 

[0.329 • (4.01 + 0l 
1] 

Nomenclature 

a = velocity of sound Nu = 
b = (jJPoW0)(2/cfo), bT = (jJ Pr = 

p„W0)(2/St0), bT = (jJPoW0)(l/ Pr, = 
StM) = blowing parameters 

bcr= critical blowing parameter q„ = 
Bi = aA„,/A = Biot number r = 
cf = 2rJ(p0Wl) = skin friction coeffi- Re** = 

cient 
Cfo = skin friction coefficient at the "stan

dard condition" (in the absence of Re?* = 
various influences) 

c„ = mass concentration of blown com
ponent S = 

Cp = specific heat at constant pressure, St = 
J/kgK 

Gc = the discharge of cooling gas, kg/s St0 = 
Gg= the summarized discharge of gas 

trough turbine, kg/s 
gc = Gc/Gg = specific discharge of cool- T = 

ing gas T'g = 
i = specific enthalpy, J/kg 

i* = stagnation specific enthalpy, J/kg T„ = 
i* = adiabatic wall enthalpy, J/kg T% = 
j , = p,Ws = mass flow rate of injected 

gas per unit area of the slot per unit 7" = 
time, kg/(m2 s) 

j , = p,WJ(p0W0) = dimensionless mass Tu = 
flow rate of injectdd gas through 
the slot W = 

jw = pwW„ = mass flow rate of injected Wx = 
gas per unit area of the porous sec
tion per unit time, kg/(m2 s) x = 

j„ = p„WJ(p0W0) = dimensionless mass a = 
flow rate of injected gas through the 
porous section or the wall S = 

Ks = height of roughness, mm 
L = reference length, m &> = 

M = WJa = Mach number 

ax/A = Nusselt number 
jaC,/A = Prandtl number 
p.rCJ\T = turbulent Prandtl 
number 
heat flux on the wall, W/m2 

recovery factor 
paW08**lp,0 = Reynolds num
ber based on the momentum 
thickness 
PoW08**/pL0 = Reynolds num
ber based on the enthalpy thick
ness 
width of the slot, m 
qJpoW0(i„ - i%) = Stanton 
Number 
Stanton Number at the "standard 
condition" (in the absence of 
various influences) 
temperature, K 
local temperature in the boundary 
layer on the insulated surface 
wall temperature, K 
adiabatic temperature of the 
wall, K 
temperature of an injected gas 
for porous section, K 
Vvv'VWo = freestream turbu
lence 
velocity, m/s 
longitudinal component of ve
locity, m/s 
longitudinal coordinate, m 
local heat transfer coefficient, 
W/(m2 K) 
thickness of velocity boundary 
layer, m 
thickness of thermal boundary 
layer, m 

8* = displacement thickness 
8** = momentum thickness 
8** = enthalpy-deficit thickness, m 
8** = temperature-deficit thickness, m 
A,„ = thickness of the wall, m 
& = effectiveness of film cooling 
A = thermal conductivity, W/(m K) 

A 7 = turbulent thermal conductivity, 
W/(m K) 

II = material porosity 
p = density, kg/m3 

T„ = shear stress on the wall, N/m2 

\\i = ijia or TJT0, t//* = i*Ji0 or 

enthalpy or temperature factor 
P̂ = (c//c/0)Re.. = relative skin friction 

law 
ty, = (St/StoW. = relative heat trans

fer law 

Subscripts 

cr = critical parameters 
/ = friction and film cooling parame

ters 
M = parameters for the case of com

pressible main gas flow 
pfc = porous-film-convective cooling 

parameters 
s = injected gas parameters for the 

exit from a slot 
x = parameters for the section x 
w = parameters on the wall 
0 = parameters on the outer margin of 

the boundary layer (main gas 
flow) or for "standard conditions" 

' = parameters of injected gas for 
transpiration cooling 

1 = parameters for x = x 1 
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Fig. 2 Comparison of different systems for cooling of vanes. gc = 
GcIGg, Gc—the discharge of the cooling gas, Gg—the total discharge of 
the gas through the turbine. 

Kutateladze and Leontiev (1963) and Leontiev (1966): 

1 

/ 

/ / 

(/ 
/ 

/ 

/ 

^ 

Straight 
Through 

© = 
1 +0 .329 

(4) 

C 

Goldstein and Haji-Sheikh (1971): 

1.9 Pr2/3 

© = 

1 + 0.3291 §?)-f°-» 
(5) 

where 0 is an effectiveness of the film cooling, 

x I p. 
© = 

T0-r 
c = Ts[to** 

Fig. 3 Typical aircraft cooled blade. 1-gas injection on the leading edge 
of the blade, 2-gas injection on the end of the blade, 3-cooling gas flow 
inside of the blade body. 

fio, w^ r0 

s***^^ Ai I X 

y / / / / ̂  ̂ txaxx^^^!^^ ' „ *' m K,= f(x) 

yk po.woJo 

mm!$%®®mm%mm-* 
irrmTr 
- x, *„=*<*) 

Pt %Jo 

Ps>Ws,Ts 
Xl 

1&&§®% 85S>S3S83S3S8888S88£~ 
K=fix) 

Fig. 4 Schemes for film cooling 

Re, = 
psWsS 

P-' ' J,= 
psWs 

p0W0' 

As compared to the other correlations, Eq. (4) has the following 
advantage. The idea used in developing this formula allows one to 
obtain the equation for © in the most general form. It takes into 
account the influence of a longitudinal pressure gradient, noniso-
thermality and compressibility of the flow, the roughness of the 
surface, and the method of organization of the gas film cooling on 
its effectiveness. Equation (4) is based on a very simple idea, 
which we can see from Fig. 4. For a flat boundary layer an integral 
equation of energy can be written as follows (Kutateladze and 
Leontiev, 1990): 

d Re?* Re?* d(AT) 

dx AT dx 
ReL Sto(ips + bT (6) 

where Re?* = 8%*p0W0/pL0, AT = T0 - T„, 

8V 

ReL = 

PW 

pWo 
T - Tw 

PoWaL 

P-o ~X = I> ^ = \ s t 0 

dy 

is the enthalpy-deficit thickness, 

St\ _ jw 1 

Re«' T POWQ St0 

is the blowing parameter, 

C„-PoW0AT 
is the Stanton Number. (7) 

For the region x > x,, the heat flux qw = 0 and the energy 
equation becomes: 

and 

d(Re*T*AT) 

dx 

Re** AT = R e ^ A r , , 

(8) 

(9) 

where Re*,* and AT, is the Reynolds number and temperature 
difference at section x = x,. 

Hence 
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0 = 
AT Re%* 

(10) 
AT, Re?-*' 

If at x > x^ the condition T„ = 7*,vl = const is imposed and 

B 
(11) 

© = 1 + 
0.254 

(Re*-*)1'" 
Re^x (18) 

0 1 0 " 2 Re |* Pr" 

then from Eq. (6) we can find 

Re*0* = 
m + 1 Ret, fs 

(Ref*)»+1 + - ^ B ~ W0di 

L •>*. J 

In particular, for the flow along a fiat plate (Ret = const) for the 
laminar boundary layer 

0 = 1 + 
10.6 

ReA 

-l l/(m+l) 

(12) 

(Re*,*)2 **. 

and for the turbulent boundary layer 

where W0 = W0/Wol. 
For the boundary layer on an insulated surface with x > xu the 

following conditions must be met: 

0 = 1 + 
0.254 

(Re*-; * *\ 1.25 KeAj[ 

(19) 

(20) 

where 

for y = 0, qw = 0, dT/dy = 0 
for y = 8T, q = 0, dT/dy = 0 (13) ReA , = 

p0W0(x - x,) 

Mo 

Thus, inside of the boundary layer the tendency toward temper
ature equilibrium takes place only due to molecular or turbulent 
mixing and suction from the outside flow. The most intensive 
mixing is reached near the wall where the derivative dWJdy is a 
maximum. As a result, the temperature profile becomes deformed 
in such a way that the region where dT/dy = 0 (or where T = T„ 
= const) increases continuously along x. Simultaneously, through 
gas inflow from the main stream the temperature in the boundary 
layer approaches T0, i.e., with x —> °°, T —> T„ —> T0. 

The enthalpy-deficit thickness, by definition is 

If we introduce Re*, = JJ, ReLdx, then Eqs. (19) and (20) can 
be extended to the case of an arbitrary law of velocity change 
along the body surface. 

In particular, for the case of a power law W0 = x" for the change 
of velocity we obtain 

ReL = R e j i " ! ) / ( «+ 1), (21) 

where 

Wx 
S** " I wA1 Tn 

T - T 
x = xlxx; W0=W0/W0I, Re,., = 

dy. 

PoWgXj 

Mo 

Consequently, on an insulated surface for x —* oo 

g** ^ — dv 

Then the film cooling effectiveness for the laminar boundary 
layer is 

0 = 
(14) 

1 + 
10.6 

•Re, 
- 1 

n + 1 

J o 

Introduce the coefficient j3 = S**/S*0*, satisfying the following 
boundary conditions: for x —* xu J3 —> 1 and for x —> °o, 
j8 -» /3m„, where 

The result for the turbulent boundary layer is 

0 1 + 
0.254 

(Re*,*) l 2 5 R e L | 

- 1 

n + 1 

(22) 

(23) 

Mmax 

pWx 

PoWQ 
dy, 

pWx 

PoWo 
1 - • 

T-Tw 
\dy. (15) 

As follows from Eqs. (22) and (23), the cooling effectiveness 
decreases with accelerating flow ((dW0/dx) > 0, n > 0) and 
increases with decelerating flow ((dWJdx) < 0, n < 0). 

Equation (16) extended to compressible gas flow becomes 
For a laminar boundary layer 

W 
w = ^ = 2 ( £ - £ 3 ) + £4; 0ma*=6.O, where $ = y/8. 

In most practical cases film cooling is used when the Reynolds 
numbers are large and the boundary layer is turbulent. Then, taking 
o> = to0 = £'", we obtain j3max = 9.0. 

Taking into consideration Eqs. (12) and (13) for x —* °°, /3 —> 
J3n™> we obtain the relation for film cooling effectiveness 

0 = 

where 

B M ^ M S ; ' d'x 

1 + y ( 1 +m)j3"'+ ' ' ' max (Re*-*)m+1 

- ( l / (m+l» 

(24) 

0 = 1 + 
m + I B 

2 Pr" Re*,* 
Re,d;t 

-(l/(m+D) 
•fc = 

2arctgMo s /0.5r(fc- 1) 

( ^ + 1)M0 V0.5r(fc - 1). 

(16) 

For the laminar boundary layer (m = 1 and B/2 = 0.22) and 
Pr = 0.725, 

(1 - w)rf£ 

<P = TJT%, 

I 

0 = 1 + 
10.6 

Re,dx 
(Re?,*)2 

For the turbulent boundary (m = 0.25 and B/2 = 0.0128) 

(17) 

To assess the influence of compressibility on j3max consider co = 
£1/7 and p/p0 = i//* - (i/;* — l)o>2. The results of the calculation for 
j3max for this case are given in Table 1. 

Thus, the influence of gas compressibility on film cooling ef
fectiveness with the accepted approximations is reflected by the 
coefficient 0max and t//s. 
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M0 

i3,„„ 

Table 1 

0 

9.0 

Values of j3mas depending upon M„ 

1 2 3 4 

9.2 9.8 10.4 11.5 

5 

12.0 

0 
0.8 

Film Cooling Created by Gas Blowing Through a Po
rous or Transpiration Section 

Here we obtain equations for film cooling effectiveness created 
by gas blowing through a permeable section x, in length (Fig. 5). 
Equation (5) can be written in the form 

d(Ref*M) 

dx 

• ° n o > f 
^ 3 8 8 ^ 

0 2& 

OQPO 

Re„(i* - i'). 
20 A 60 

Hence, for the case i„ = const., we have 

Re?,* = Rewl(l + K,), 

where 

(25) 

1 r ' i w i - » ' 
Re,,,, = 77* jwdx, £ , = 7* r - . 

^ 0 

For the case M <K 1 and C„ = const., A", = (r„, - T')/(T0 -
Twl). 

The equations for the film cooling effectiveness with a gas 
blowing through a porous wall, considering Eqs. (16) and (25), 
have the following form: 

for a laminar boundary layer, 

10.6 

Fig. 6 Film cooling effectiveness with a porous section for pressure-
gradient flow: curve-calculation from Eq. (27), points-experimental data 
[Komarov and Leontiev (1970)]. A = (Re4»/Re£f(1 + fi) , 25)(ln W„ltgoi), 
W0 = wyiVo,, «-an angle of wall inclination to horizontal. 

For gas flow in a supersonic nozzle 

r / O fl(l + m) Re00 
0 = 1 + 

@1+'"(1 + ^ , ) l + m 2Pr0 '75 (Re lvlD)'+" 

<*S ^ H (29) 

® 1 
[Rewl(l + Kt)Y 

2 ReX[dx 

Equations (28) and (29) are solved with respect to 0 by the 
method of successive approximations. For preliminary estimation 
the following equation may be used: 

(26) 

for a turbulent boundary layer, 

0.254 

0.25 Re00i//„ — 
. Mo 

<pMuo - u2y>{k-])dx 
i + (1 + tf,)K25Re 1.25 n.1.25 

0 = 1 + 
Rewl(l +Kl)V 

Rexldx (27) 
For a supersonic nozzle the following equation can be used 

(30) 

In Figs. 6 and 7 the results obtained from Eq. (27) are compared 
with experimental data from several investigators. 

For compressible gas flow, taking into account Eq. (24), we 
obtain 

0 « 
0.25 ReootiA,,) 

1 + 

M>vi 

Mo 

0 = 1 + 
5 1+m 

max 5(1 + m) R&,, 
(1 + K1)

m+]®'+m 2Pr075Re™ 

X | • f J ^ s \ U(l - U2)m-l)<d'+mdx\ 

- ( l / ( i » + l ) ) 

, (28) 

where 

Renn = 
WmaxptL 

Mo 
U •• w 

tT ma 

W '2«o-

(i +/r1)0 2 5(RewiO)1 2 5 

For a flow along a flat plate we have 

l 

e 
0.6 

0.4 

0.2 

0.1 

l\lMD -°J5dx 

(31) 

wo,To w0 

u i t m t 
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Fig. 5 Scheme for film cooling with a porous section 

Journal of Heat Transfer 

Fig. 7 Film cooling effectiveness with a porous section: curve-
calculation from Eq. (27); points-experimental data [Goldstein et al. 
(1965)] 
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Fig. 8 Film cooling effectiveness downstream of a porous section for 
supersonic gas flow. 1, 2-results of calculation from Eq. (32) at M0 = 2.9 
and Ma -» 0. Experimental points [Goldstein et ai. (1968)] at M„ = 2.9. 

® = 

where 

1 + <Pn>pM 
0.25 ReA 

[ ( ! + * , ) Re,,]1 (32) 

ReAx = p0W0(x - x , ) / /4 ; i/», 
M + 1 

* i = 

Tw\ 
<K 

arctgM070.5r(A:- 1) 

M0v'0.5r(jt- 1) 

In Fig. 8 a comparison of Eq. (32) with the experiments of 
Goldstein et al. (1968) is presented. The experiments were carried 
out with Tml/T*» ~ 1.0. Then it is convenient to write Eq. (32) as 
follows: 

0 = 1 + 0 . 2 5 
<\>u R e * 

[(1 +Kl)RewlY Mo 
(33) 

where Re„, = j^xjp,^. 
As seen in Fig. 8, the experiments are in satisfactory agreement 

with Eq. (32). It is interesting to note that the film cooling effec
tiveness increases considerably with an increase in Mach number. 

Such parameters as the turbulence of the main flow, the arrange
ment of the gas film cooling, the angle of injection of the cooling 
gas and the curvature of the cooled surface affect considerably the 
effectiveness of gas film cooling (Goldstein et al., 1965; 
Golovanov et al., 1996; Ito et al., 1978; Lebedev et al., 1999; 
Leontiev and Epifanov, 1992; Leontiev and Polyakov, 1998; Le-
ontiev et al., 1997; Metzger et al , 1993; Motulevich et al., 1981). 

Convective Heat Transfer in a Presence of Gas Film 
Cooling 

It is suggested to define the heat transfer coefficient in Eq. (1), 
using a corresponding correlation for the case of the absence of gas 
film cooling (Hartnett, 1985; Hartnett et al., 1961). One can show, 
that in several cases this assumption can result to an essential error 
in the heat flux value. The enthalpy-deficit thickness 8** on the 
insulated wall can differ considerably from that for the case of an 
absence of the film cooling because of essential difference in 

From Eq. (12) it follows that Re^, = [(m + l ) /2 • B • 
Re,i] "<"'+1). On the other hand, from Eq. (25) after some transfor
mation for the case bT = const, it follows that (Re*$), = [(m + 
l ) / 2 - , B - 0 k + bT)Rexl]

U{m+)). 
Hence 

R4*, 
= (ips + bT) l/(ro+l) (34) 

From here 

1 

«oi (tys + br)" 
(35) 

Here ct% is the heat transfer coefficient in the section xu which 
is using the enthalpy-deficit thickness 8** with the account of 
injection (Re™*) and aol is the heat transfer coefficient in the 
section x,, which is determined using the corresponding correla
tion for a flow along an impermeable plate. 

From Eq. (35), it follows that for the case of a turbulent 
boundary layer, when 

4JS= (1 - V 4 ) 2 a n d m = 0.25, 

1 

1 + 
2m/(m+l) 

1 + 

(36) 

For critical blowing, when bT = 4, the ratio aVa , , = 0.76. 
This is corroborated by measurements, presented in Goldstein 
(1971). 

For the laminar boundary layer (m = 1) and ij/s = (1 — bT/2), 
this effect can be more significant: 

" o 

«oi 

1 
bT\ ° 5 ' 

1 + T 
(37) 

With critical blowing bT « 2, we have aji/a0i « 0.7. 
Thus when calculating heat flux using Eq. (1) it is possible to 

obtain more exact results, if the heat transfer coefficient is defined 
from the law of heat transfer: 

Stb = 
B 

2(Re**)"'Pr"' 

m + 1 ReL1 
( R e * * r + i + j8____s._H Wndx 

(38) 

l/(m+l) 

However, in this case the validity of applying the law of heat 
transfer of the form (38) to the area of gas film cooling is not 
obvious. 

In Kutateladze and Leontiev (1990), a more consecutive method 
of determination of the heat transfer coefficient in Eq. (1) is 
offered. 

The integral energy equation for the region x > x{ may be 
written in the form 

~ [{TW - T*)8*T* + en - r0)s*T1*] = ~ ^ , 
ax C„p0W0 

(39) 

where 

°T, 

1 pW 

Po^o 

5 pW 

P~oWo 

T-

Tw~ 

T's~ 

n n 
To 

(40) 

Here T'g is the local temperature in the boundary layer on an 
insulated surface and T*v is the temperature of the insulated sur
face. 

In accordance with Eq. (8) 

dx [(7* - T0)8**] = 0. (41) 

Consequently 
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Fig. 9 Heat-transfer law in the presence of gas film cooling. Solid 
curve-Eq. (44); point-experimental data [Komarov and Leontiev (1970)]; 
St0 is determined using Eq. (43), Re^* is determined using Eq. (6) taking 
into account 8" by Eq. (40). 

dRe%* 

dx 

where 

St„ 

Re%* d{AT*) 

A 7* = T 

St, 

CpPoW0AT* 

(42) 

(43) 

Thus, the integral energy equation for a heat transfer surface in 
the presence of gas film cooling is of the usual form, if instead of 
A71 we substitute AT* = Tw - T*w. 

Suppose a heat transfer law in the form of Eq. (11) is true for the 
conditions under consideration, if we determine 8* * from Eq. (40), 
and St0 from Eq. (43), i.e., 

St0 = ~ (Re*T*) Pr" (44) 

In Fig. 9 a comparison of Eq. (44) with the experiments of 
Komarov and Leontiev (1970) is presented. 

In Fig. 10 is given the distribution of temperatures across the 
boundary layer on a plate with stepped heat supply obtained from 
the work of Volchkov (1983). The ratio of heat flux at the first and 

Fig. 10 Distribution of temperature across the section of a turbulent 
boundary layer with stepped heat flux distribution: solid curve-power 
law (T0 - T)I(T0 - T„) = 1 - 0.715(y/S"); A-\n variables {T0 - ry/(T0 -
T„) = f(y/S*n), S-in variables (T'g - T)I(TW - T*„) = f(y/S*n*). 1-4: exper
imental data [Volchkov (1983)] for q„ = const.-1 and for (q„Jq„2) = 6, 
2-x/Xo = 0.1, 3-0.23, 4-0.57, 5-0.77. 

10 r 

St„* 10" 

10 r 

Fig. 11 Heat transfer law with stepped heat flux distribution, (a) calcu
lation for AT = T„ - T0 and 8 " from Eq. (40); (b) calculation from A.T = 
Tw - r^and S*T* from Eq. (40), solid llne-Eq. (44), 1, 2: experimental data 
[Volchkov (1983)], 1-0.3 < q„^qw2 < 1.0, 2-3.1 < qw,lq„2 < 6.7. 

the second steps is varied between 0.3 s q„Jq„2 =£ 7.0. As seen 
from Fig. 10, the temperature profile in coordinates (T — T'H)I 
(7\„ - T*v) = /(v/S**) obeys an ordinary exponential relation. 

In Fig. 11 comparison of the results of calculations from Eq. 
(44) with the experiments of Volchkov (1983) is presented. In Fig. 
11 the experiments are generalized with the usual dimensionless 
groups, and with qKi/qw2 > 1 the experimental points deviate 
considerably from the calculations using Eq. (44). When introduc
ing the equilibrium temperature of the wall all the experimental 
points coincide with Eq. (44) (see Fig. 10, B). 

As seen from Fig. 12, the introduction of the equilibrium tem
perature allows us also to generalize experiments on heat transfer 
on a rough surface. It should be noted that in the absence of gas 
film cooling of the same surface Volchkov (1983) obtained the 
following formula: No, = 2.6 • 10~3 Re„ which is applicable for 
xIA > 6. 

An integral of the energy Eq. (42), taking into consideration Eq. 
(44), has the form of 

(m + \)B 

-1 l/(m+l) 

dx + (Re?-*)f= 

In the specific case, when T„ = Twl, we obtain 

Ref* = [ 0 - 1 ] 
(m + \)B 

2 Pr° ̂ R e L W0(&- \)dx 

+ (Re1 
T )x (45) 
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Fig. 12 Heat transfer on a rough surface in the presence of gas film 
cooling: 1-Nu„ = 2.610"3 Re„ 2-Nu* = 2.53 10~2 ReS8; 3,4: experimental 
data [Volchkov and Levchenko (1965)], 3-in the absence of film cooling, 
4-ln the presence film cooling (WBIW„ < 1) 

From Eq. (45), the local Re* * values are defined and then by Eq. 
(44) and the local values of Stanton number and heat transfer 
coefficient are found. 

From Eq. (33) it follows that the effectiveness of gas film 
cooling depends on a total amount of gas injected through a porous 
section, since 

pwWwdx 
o Gc 

Re*r„* = 
Mo 

However, experiments show that, when gas is blown through a 
permeable section, separation of the boundary layer can occur with 
formation of a stagnant region with return flows (Hacker, 1956; 
Weighard, 1944). 

In Fig. 13 and 14 a schematic diagram of the gas flow in the 
zone of the film cooling with intensive injection and the depen
dence of the separation area dimensions on the intensity of blow
ing are shown. 

We see that with relative blowing j„ = jJp0W0 = 0.017, 
which approximately corresponds to critical injection, the zone of 
circulating flows disappears. Thus, on a porous section the regime 
of critical injection is the most optimal. It is interesting to compare 
this critical injection value with the amount of the gas that is 
sucked in the flat flooded turbulent jet. From Tollmien (1926), it 
follows that the specific mass flow rate of the gas that is sucked by 
a turbulent jet is equal to jw = jJp0W0 = 0.035. That is 
approximately twice as much as the critical injection. 

0.01 0.02 0.03 0.04 0.05 0.06 

Fig. 14 The characteristics of the near wall flow downstream a zone of 
intensive porous blowing, /^-length, hr-height of a circulating zone (/„ 
h,-see Fig. 13), 8r-thlckness of a thermal boundary layer. 1-4: experi
mental data [Vasechkin (1986)]; 1 - / r , visual results on the plate; 2-h„ 
visual results on the plate; 3-/>„ visual results on the cylinder; 4-o r , 
cylinder; 5-experimental data [Romanenko and Voloshchuk (1970)], /,, h, 
= 0,]w = pwWJp0W0 = 0.017. 

In this connection the data of Motulevich (1981) are of interest. 
The results of the influence of the angle of blowing the gas onto a 
porous surface on the critical parameters of injection are presented. 
From these data it follows that by reducing the angle of injection, 
it is possible to increase by 1.5 times the value of critical injection 
and, accordingly, the effectiveness of gas film cooling. 

Conjugate Heat Transfer Under Film Cooling 
When calculating real systems of mass transfer cooling it is 

necessary to take into account the thermal resistance of the wall 
which separates the hot and cold flows of gases, a thermal resis
tance from the cooling gas site and a temperature distribution of 
the cooling gas along the channel length. 

Let derive the equation for the general case of the film, porous 
or transpiration and convective cooling (Fig. 15). 

Assuming that the temperature of the porous wall is equal to the 
temperature of the cooling gas, we have 

C'pjwdT/dy = Kd2Tldy2. (46) 

Integrating Eq. (46) we obtain 

(Tm - TV(Tm - TJ = [exp((C;/C p> r Biy) - 1]/ 

[ e x p ( ( C ; / C p > r B i ) - l ] (47) 

where \e = A/(l - II) is the effective thermal conductivity. 
The system of balance equations for the heat flux can be written 

as follows: 

«„i = otMl - Twl), 

Fig. 13 Near-wall flow for a zone of intensive blowing through a porous 
section (results of visual investigations) 
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Fig. 15 Complex cooling of a wall 
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«»i = C'„jw(Twl - Tw2) exp((C'p/Cp)bT Bi)/ 

[exp((C;/C,)br Bi) - 1], 

1M = qw\ exp(-(c;/C„)foT Bi), 

qwt = M 7 " - * - r i ) - (48> 

where 2"t, is the temperature of the insulated wall with film cooling 

T% = T0-Qf(T0-T'x). (49) 

From the system of Eqs. (48) we obtain 

©pfc = [i + (</<,„/(C;/C,JM(I - e - < « ' B i ) 

+ [ (^a , io) / (^uc«,2o)]e- W c - ) i r B i ] - ' . (50) 

From Eqs. (1) and (50) it follows that 

©, = (r„ - rwl)/(r0 - n ) = ©Pfc + e , - e,*©, (5i) 

From Eq. (50) it is possible to obtain several special cases. For the 
case without film cooling (T0 = T*w, 0 / = 0), we have 

e, = 8,a = [l + .//,„(i - e-w'^^/tcyc,,,,)^ 

+ [(•A,„«„o)/(fcca,2o)]e -<c"7c<»^Bi] - . (52) 

If only convective cooling is present from Eq. (52) we obtain 

0 = [(l + Bi) + ( a „ / a , 2 ) ] - ' . (53) 

For the case of asymptotic suction, when aq2 = C'pjw (Kutateladze 
and Leontiev, 1990) from Eq. (52) we have 

®px = (C'JC^bAK + (C'„/C,n)bTl (54) 

For the case C'p = Cp0 by introducing the parameter T„x = 1 -
0 „ from Eq. (54) we can obtain 

fm = <//,„/fcc = (1 - bTIA)2l{\ + brIA)\ (55) 

Equation (51) can be transformed to 

Twx = Tp(CTWf, (56) 

and for the case of asymptotic suction we have 

r „ = ( * j * . j ( i - e / ) . (57) 

For the case when Bi —> 0, from Eq. (52) we obtain 

0 , = [1 + (fco^oV^suca^o)]"1 . (58) 

Let us obtain the relation between ®, and 0 . For the case of 
porous or transpiration cooling we have 

d[C'pGcT]/dx = qw2z, (59) 

where z is the width of the channel. Then 

T'x = {C„Gcr + qnzx)/C'p(Gcll - jwZx). (60) 

For the midspan cross section (x = hi 2), we have 

r ; = IT' + (qmzh)IC'„Gc (61) 

or 

T'x = 2T" 

+ (ii)J(C'p/CP0)bT)(exp(C'p/Cpo)bT Bi)(Tt - T„x). (62) 

Consequently 

1/0 = 1/0,=W2 + (4/„,/(2C;/C,jZ>7) exp((c;/C ;JfoT Bi). (63) 

We obtain the same result as for the case of convective cooling. 
For this case CpGcdTldx = qwz and after integrating, we have 
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Fig. 16 Effectiveness of different cooling systems; 1-transpiration 
cooling, 2-transplratlon-convective cooling, 3-convective-film cooling, 
4-convective-porous cooling, 5-transpiration cooling (Lamelloy). 1-Eq. 
(50); 2-Eq. (52) for bT -> 0; 3-Eq. (53); 4, 5-experimental data [Leontiev 
and Epifanov (1992)]. 

(K - r)/(r, - TJ = i st,/f|c 

0 = [1 + B i + a „ / « ^ - « S t 1 / / l J - (64) 

Thus, in all cases 0 < 0 , . 
In Fig. 16 experimental data (Leontiev and Epifanov, 1992) 

obtained with different cooling systems are presented. 
From Fig. 16 we see that the system of porous or transpiration 

cooling is the most effective. 
However, specific characteristics of permeable materials impede 

extensive practical application of this method of cooling. 
First of all, internal channels of the porous structure can be 

clogged by solid particles. This is especially the case when powder 
or mesh porous materials with random micro structure of the 
cooling channels are used. 

Laminated porous material with given initial micro structure 
such as Lamelloy developed by Detroit Diesel seems to be more 
promising. We have investigated three alternatives for the vane 
structure of the first-stage nozzle cascade of a power unit with 
150 MW capacity. Five local parts of the vane profile were 
fabricated of laminated porous material, which was manufacturing 
using the methods and the technology developed in the Moscow 
State Technical University. The remaining part of the hollow vane 
was made of an impermeable material, and this part was not 
cooled. Thus, we have local transpiration cooling. 

Convective cooling of the impermeable portion of the vane was 
arranged by installing a deflector. This was the case of combined 
convective-transpiration cooling (see Fig. 16, curve 2). The vane, 
which was entirely manufactured of laminated porous material, 
was investigated as well. From Fig. 16 it is clear that the cooling 
effectiveness of the vanes, which were fully made of laminated 
porous materials, is a little lower than that of the vane with local 
injection. The effectiveness of transpiration cooling was higher 
than when conventional methods of connective-film or film-
impingement cooling were used. 

However, with local injection a highly nonuniform distribution 
of the temperature along the vane surface takes place. 

Naturally, the distribution of Tw2 = Tw2(S) is more smooth in 
the cases of convective-porous or transpiration cooling and tran
spiration cooling of the entire profile of the vane. 

Figure 17 shows the comparison of the experimental data of 
Leontiev and Epifanov (1992) with the calculation using Eq. (52). 

Hydrodynamic Losses on Porous Blades 
When a coolant is injected through the pores of a permeable 

surface, the boundary layer structure undergoes secondary change, 
namely, the flow mode changes, the velocity profile shape and its 
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For more accurate calculation it is necessary to use Eq. (68). Our 
study of the characteristics of a straight subsonic cascade of blades 
was performed using a test rig for a cascade with three porous (in 
the center) and six solid blades. 

In Fig. 18 the results of comparison of Eq. (71) with experi
mental data (Leontiev and Epifanov, 1992) are presented. 

There is one essential fact, which attracts special attention. 
Namely, in all cascades the variation gc from 0 to 4 percent have 
resulted in not more than a 12 percent increase in fp. The increase 
in lP in comparison with smooth impermeable cascades is caused 
by a combined effect of injection and roughness. 

Fig. 17 Effectiveness of transpiration cooling for Jw = const. Curve-Eq. 
(55), points-experimental data [Leontiev and Epifanov (1992)]. 

thickness changes and the separation point shifts. This confirms the 
supposition of a considerable effect of porous or transpiration 
cooling upon gas-dynamic losses in turbines. 

It is known that profile losses are determined as 

Cpr = 2(WJWmy2(Wm/W„)°-28*J/C, (65) 

where 8** is momentum thickness at the edge of the vane, Wed, 
W„, and W„ are the velocities of the main flow in the edge section, 
the velocity at an infinite distance from the vane and the average 
velocity, respectively (see Fig. 4). 

The integral momentum equation for a two-dimensional bound
ary layer on a permeable surface may be written in the following 
form (Kutateladze and Leontiev, 1990): 

d Re*w*/dx + [(l + H) Rel*/W0]dW^dx 

= (RsLCfJ2)(ili+b), (66) 

where 

Re** = p0W08**/n„, H = 8*18**, 

ReL = p0W0L/^K x = x/L, 

For a constant value of the blowing parameter b (independent of 
the surface temperature) we obtain 

Re! Wn 
1 + m 

•flRe0ll,( <// + &) W0
l+(l+m)k)dx 

l/(l+m) 

(67) 

where W0 = W0/Wol and k = 1 + H, the parameter i// is 
determined from Eq. (36). For the turbulent boundary layer m = 
0.25 andfl = 0.0128. 

For the turbulent boundary layer the dependence of the form 
parameter H on the blowing factor is determined by Kutateladze 
and Leontiev (1990), 

H= (1 + 0.05b)H0 (68) 

As a first approximation it is possible not to take into account 
the effect of blowing on the value of H. Then, from Eqs. (65) and 
(67) we have 

f A f 0 = ( * + *) c (69) 

where £p0 is the coefficient of the profile losses on an impermeable 
surface. 

Taking into account Eq. (36) we obtain 

y ^ 0 = ( i+w4) c (70) 

Influence of Longitudinal Thermal Conductivity on Ef
fectiveness of Gas Film Cooling 

In several cases, when calculating mass transfer cooling, it is 
necessary to take into account the effect of longitudinal thermal 
conductivity; that is, to solve a conjugate problem. Equation (24), 
which determines a temperature of the insulated wall under con
ditions of gas film cooling, is valid for the case when thermal 
conductivity of the wall material tends to zero (A —> 0). The other 
limiting case corresponds to the condition when thermal conduc
tivity of the wall material tends to infinity (A —»<*). In this case, the 
temperature of the wall remains constant along the plate and equal 
to the temperature of the wall on a porous plate. With a finite value 
of the thermal conductivity coefficient A„, the curve of the tem
perature of the wall will occupy an intermediate position between 
the above limiting cases. It is not so difficult to determine the 
equation for this curve, accepting an assumption of uniform dis
tribution of the temperature along the thickness of the plate. In this 
case, the differential equation of a heat balance for the plate is 

d2Tw 

~dx> a • ( H 

where A is the thickness of the plate. 
Reducing Eq. (72) to a dimensionless form, we receive 

0 * = 0 „ + 
1 d2®„ 

m2 dx2 

(72) 

(73) 

where 

0 * 
T0- T*% 

T„-r 
©„ = 

Bi = 
aA 

Tn-r 

X = L-

or 

Qc> 

Fig. 18 Comparison of calculations using Eq. (71) with experimental 
data [Leontiev and Epifanov (1992)] 
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The general solution of Eq. (73) is 

m 
e"''®*dx - e" ~x®*dx 

+ d e ' " + C2e" (74) 

where the constants C, and C2 are determined from the boundary 
conditions. 

For the case of film-convective cooling 

d2Tw 
AeA - ^ = a , ( n - Tv) - oc2(Tw - T) 

Transforming to a dimensionless form we find 

1 d2®„ 

m dx' • + ® » 
a, + a-, 

0* + 
a, + a7 

(75) 

(76) 

with Bi = (a, + a2)Llk„ ke = A„,(l - II). 
The general solution of Eq. (76) looks like 

m 
e"*(©* + B)dx 

e-"•*(©* + B ) ^ + Ce™ + C2e (77) 

where B = aj{ax + a2)-
Figure 19 shows the comparison of the calculation results for the 

temperature of the blade wall with combined film and convective 
cooling, which were obtained using Eqs. (74) and (76), with 
experimental data (Leontiev and Epifanov, 1992). We see the 
effect of longitudinal thermal conductivity along the wall of the 
blade can be significant. 

Gas Film Cooling Effectiveness on a Rough Wall 

The roughness of the surface can significantly influence the 
effectiveness of gas film cooling. In this case, as is shown in 
Leontiev et al. (1995), the formula for determination of the effec
tiveness of gas film cooling takes the following form: 

—4 
. 5 

1.0 

0 

0.5 ia 
0 0.2 0.4 0.6 0.8 

Fig. 19 Distribution of local convective-transplratlon cooling effective
ness along the contour of the blade profile. 1-impermeable part of the 
wall; 2-insert from layers of permeable material; 3-accounting for lon
gitudinal thermal conductivity; 4-without longitudinal thermal conduc
tivity; 5-experimental data [Leontiev and Epifanov (1992)]. 
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Fig. 20 Comparison of the measured values of gas film cooling effec
tiveness with the results of calculations. I-Eq. (80), ll-Eq. (27). Experi
ment on a smooth plate: 1-y'„ = 0.089; 2-0.087; 3-0.0083; 4-0.011; 
5-0.01; 6-0.012. Experiment on a rough plate: 7~]w = 0.012; 8-0.011; 
9-0.01; 10-0.084; 1-10: experimental data [Komarov et al. (1982)]; 1 1 -
experimental data [Osipov (1994)]. R = ReL/[Rel;25(1 + (7' - 7„, )/(7„1 -

n))1-]. 

0 = 1 + 0.016/3£" 

Re, 4>/dx 

1 + 
Tw, 

(78) 

The law of friction on a rough surface can be presented as (Kom
arov et al., 1982) 

<///= 1 + 1.792 
K, 

(79) 

For the zone of the square-law of friction (b„rm = 7.85, ifif = 2) 
(Komarov et al., 1982) we have 

0 = 1 + 0.42 
Re!;! 

1 + (80) 

For the region 0.1 < KJS** < 0.5, /3mM = 7.81, and 

© = 

Re, 1 + 1.742 
K, 

dx 

1 + 0.209 

Rel 1 + 
r - TW1 

T„\ Tn 

(81) 

Figure 20 shows the comparison of the results calculating using 
Eqs. (80) and (27) with experimental data of Komarov et al. (1982) 
and Osipov (1994). 

For the case of slot cooling of a tubular surface with macro 
roughness presented in Fig. 21, it is possible to recommend the 
formula of Volchkov and Levchenko (1965) 

0 = 1 + 0.24 -aA 
ReA^ />o 

M* Re 
(82) 

where 

CA = 1 + 
4Ax- A 

(1 +]2)(&x+2&y 
P.W, 
PoWV 
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Fig. 21 Lot cooling surface with macro roughness 

The results of generalization of experimental data using Eq. (82) 
are presented in Fig. 22. 

0,75 ^ 
ta _ CD 

•r^ 

• - ; 

A-3 
<s>-4 

0 bu 

Fig. 23 Recovery factor on a porous surface. Experimental data: 1-/W = 
2.5 [Baryshev et al. (1972)]; 2-M = 3.2 Bartley, Leadon [see Leontiev et al. 
(1995)]; 3-/W = 3.0 Leadon, Scott [see Leontiev et al. (1995)]; 4-/W = 2.7 
Rubesin [see Leontiev et al. (1995)]. Solid curves-Eq. (89), dotted curve-
Impermeable plate. 

Film Cooling for Flow of a Compressible Gas 

The integral energy equation for the flow of a compressible gas 
can be written as 

dRe*T* Re*T*d(AT) 

dx AT dx CmPoW0AT 
Re, (83) 

where 

AT = T*w0 - Tw; Tl0 = T0{ 1 + r - ^ M' 

Re i = ^ , i = „ L . 
Mo 

r* is the temperature of an insulated wall, 

PoW08V\ s PW / T t o -
R ^ M? ' T J P0W0\Tl0-

J 0 

For of an insulated wall, q„ = 0 and 

J wO •« w K e T i 

and from here 

y* 

rw 
dy. 

(84) 

Fig. 22 Generalization of experimental data for film cooling effective
ness on a tubular surface, J„ < 1. Curve-Eq. (82). Points-experimental 
data [Volchkov and Levchenko (1965)]. 

Symbols 

1 
2 
3 
4 
5 

S, mm 

13 
10 
6.5 
3.5 
2.0 

J. 
0.23 
0.23 
0.65 
0.88 
0.73,1.0 

©(71 T ) (85) 

The effectiveness of the gas film cooling O is defined by the 
formula 

0 = 1 + 
B(m+ 1)0 (m+D Re™ 

2Pr" 

x | ,/dg; ua - uy<*-»dx 
-(!/(/»+!)) 

(86) 

However, for definition of the temperature 7"*, which appears in 
the formula for heat flux 

qw = a(T%0 - Tw), (87) 

it is necessary to determine an equilibrium temperature of the wall 
in the zone of the gas film cooling T*„0, which, in a general case, 
differs from T*01. The temperature 7t„0i, that is the equilibrium 
temperature of the insulated porous wall, is defined from the 
equation 

2C„-
(88) 

As experiments show, the recovery factor r depends on blowing 
intensity (Fig. 23). It is possible to approximate the experimental 
data by the empirical formula (Baryshev et al., 1972) 

- = 1 - 0 . 4 T ^ - (89) 

where 

bu = 
PoWo StM' 

bu.. = *\>M ®cro 

+ J4> 
* = 

With critical injection, (rlr0)cr = 0.6. 
Using the analogy between critical injection of gas and a quan

tity of gas sucked in the flat turbulent jet, it is possible to assume 
that Prr, that is the turbulent Prandtl number, under these condi
tions will approach to 0.5. Then from the Rubezin's formulas as 
presented in Jakob (1957) 

r = Pr, 1 
Pr 

Prr. 

W, 
(90) 

(W, is a velocity on the viscosity sublayer edge), it follows that for 
Pr/PrT ~ 1, 

ra 

• = P r r 0.5, 
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A*-103, M 

Fig. 24 Recovery factor on and downstream of a porous section. 1-5: 
experimental data [Baryshev et al. (1972)]; 1-/„ = 5 • 10~3; 2-6.4 • 10~3; 
3-7.4 • 10 - 3; 4-8.0 • 10 - 3; 5-9.0 • 10~3. Solid curves-Eq. (91). Dotted 
line-impermeable wall. 

which is confirmed by the experimental results in Fig. 23. 
Naturally, in the zone of gas film cooling, the recovery 

factors will increase with length of the plate, approaching the 
corresponding value for an impermeable wall (Jakob, 1957) 
r0 = ^/ft, (Fig. 24). 

The condition of T„{ = T*m corresponds to the special case of 
Eq. (28); therefore, it is not surprising that the experimental data 
on recovery factors (Baryshev et al., 1972) are readily generalized 
by the formula (Fig. 25): 

r0- r 

r0~ n 
1 

Re.lf Uwi. 
(91) 

It is interesting to note that Eq. (91) can be taken as a basis for 
generalization of experimental data with gas blowing through a 
porous disk (Vinogradov et al., 1997). The layout of the test 
section with which experiments were carried out is shown in Fig. 
26. 

In (Bengles et al., 1977; Goldstein et al., 1968; Schetz, 1980; 
Vinogradov et al., 1997), it is shown that with injection of the 
cooling fluid through a single hole, the flow pattern turns out to be 
rather complex: three-dimensional, with a formation downstream 
the hole of two intensive vortexes which are concurrent the flow. 
For considerable intensity of injection, an area of the lowered 
pressure with a suction of gas from the main flow is formed 
downstream of the jet. In this zone the effectiveness of gas film 
cooling decreases. A similar picture is observed with gas injection 
in supersonic flow Vinogradov et al. (1997). Figure 27 shows the 
results of measurements of recovery factors and the effectiveness 
of gas film cooling when blowing the gas into the supersonic flow 
through a flat porous disk. Also in Fig. 27, the results of calcula
tions of gas film cooling effectiveness using the following formula 
are presented: 

0 = 1 + 0.25 
tjiMKo ReA 

Re'?5 (92) 

rp-r 
r0-rt 

0,6 

0,4 

0,2 

0,1 

) 
0 ^ 

u c 
l§2 

a*v DC >° ° 
1,0 2,0 4,0 6,0 8,010 20 40 60 80100 3*A*. 

Fig. 25 Generalization of experimental data [Baryshev et al. (1972)] (see 
Fig. 24) for recovery factor In the zone of gas film cooling. Solid curve-
Eq. (91). 
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Fig. 26 Thermally insulated plate. 1-injection section with a permeable 
part; 2-Chromel-Copel Thermocouple; 3-textollte inserts thermally insu
lated from the model; 4-thermally insulated textolite plate; 5-Chromel-
Copel Thermocouple. 

and 

where 

ra ~ r 

r0 - rs 

1 + 
0.25K0il>M Re^ / ja0 

Re i f 
(93) 

_ PQWQAX _ P»W„ 
KeA;t - , Kewl - , /,, 

r0 = 0.895; h = D-2z. 

I, is the length of the permeable section in the flow direction, K0 

is the empirical factor, which takes into account a three-
dimensional structure of the flow, rt is the recovery factor on a 
permeable surface, and r is the recovery factor in the zone of gas 
film cooling. 

In Fig. 27 the continuous lines correspond to calculations using 
Eqs. (92) and (93) with K0 = 3. 

Thus, using Eqs. (89) and (93), it is possible to determine 
recovery factor values on a permeable and insulated wall and, 

20 0 20 

Fig. 27 Curves for the (a, b) constant recovery factors and (c) effective
ness of gas film cooling, (a) ]w = 0.012; (b, c) J„ - 0.005. (a) 1-r = 0.78, 
2-0.8, 3-0.85; (to) 1-r = 0.85,2-0.87,3-0.88; (c) 1-r = 0.2,2-0.1. Points-
experimental data [Vinogradov et al. (1997)], the solid curves-Eq. (93). 
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using Eq. (92), to find equilibrium temperature in the region of gas 
film cooling. 

It is known (Kutateladze and Leontiev, 1990) that blowing of 
gas significantly affects the coefficient of friction, and at b = bcr, 
c, -* 0. 

In Baryshev et al. (1976), Eq. (27) was used for generalization 
of experimental data on local coefficients of friction in the zone of 
the gas film cooling. 

We shall now introduce a parameter which is similar to the 
effectiveness of the gas film cooling 

e. (94) 

where cf is the coefficient of friction in the zone of the gas film 
cooling downstream the permeable portion, cfl is the coefficient of 
friction at the end of the porous section, cfa is the coefficient of 
friction under "standard" conditions, which is calculated using 
the formula 

cf„ 0.0128 
#*\0-25 • 2 (Re**) 

From Fig. 28, we see that experimental data on friction are well 
generalized by the relation 

©,= 1 + 0.1 
Re4 

(Re**)' 
(95) 

Film Cooling Effectiveness With Blowing Foreign Gas 
It should be noted that all the equations obtained for film cooling 

effectiveness can be extended to the case of blowing a foreign gas. 
In this case, the effectiveness of the gas film cooling is determined 
on the basis of gas enthalpies: 

ef = ^ (96) 

For Sc = 1, there should exist similarity in distribution of the 
enthalpy and the total concentrations of the gas blown. Conse
quently 

©, = 7^ 
'(I Iv, 

Hence, 

C 0 - @ ; ( C 0 - Cwi), 

(97) 

(98) 

where c*v is the concentration of the blown gas on the insulated 
wall and c„{ is the concentration of the blown gas on the wall in 
section x{. c0 is the concentration of the blowing gas in the main 
flow. 

The heat capacity of the binary gas mixture at the wall can be 
determined from 

®f 

0,8 

0,6 

0,4 

i fa"-0-! 
o "J Ŝ N o 

9 

^ J 3 -
0,8 1 6 8 ,,135 

Re«xr/Ren 

Fig. 28 Coefficient of friction downstream of a permeable section. 
Curve-Eq. (95); points-experimental data [Baryshev et al. (1976)] at x„ = 
0.04 and 0.16, /„ = 0.003-0.04. 

C pw — Cpcw + C/)0(l c ,„) — C7,0 + (Cp Cp0)c„. (99) 

From Eq. (96) it follows that 

'/iflT'o 
®r CpoTo Cpw\Tw\ 

Hence, taking into account Eq. (99), we have 

To ~ T„ v)t(Cp0T0 — Cp„\T„x) — [Cpw] — Cp0)T0cw 

(100) 

e,= 
1 ft ' w [CpQ + (Cpwi CpQ)cw\\Ta T] 

(101) 

In the case of blowing a foreign gas through a tangent slot, c0 = 
0, cwl = 1, Twl = T„ and C,„t = Cps, and then from Eq. (101) 
we obtain 

©, 
®,C,„ 

®i(Cps - Cl>0) + Cl pa 
(102) 

For the region x > xt, where q„ = 0, the integral energy 
equation is written in the form 

d{R**Ai) 

dx 

Hence, 

where 

0 , 
Re* 
Ref 

= 0. 

Re* 

Re* 

(103) 

(104) 

0 f = Re** = 

Re*,* = 
p0WQ8*? 

* 
^ o 

— = 1 + r • 

PoW08*» 

k- 1 
Ml 

Here i* is the gas enthalpy at the insulated wall. 
Taking into consideration Eq. (30) we obtain the following 

general equation for the gas film cooling effectiveness: 

0 , = 1 + 
B 

2Pru (1 + m)j8m+1 

Re, 

(Re*? Vl\ 
dx (105) 

where 

•fc = 
2 arctg M0 ^J0.5r(k - 1) 

( V ^ + l)M0^0.5r(k- 1) 

and i// = i„li*„. 
The parameter Re** is determined by taking into account the 

method of creating film cooling: 

(a) for a cooled section, 

Re*,* = 
B I ^w\\ 

. 2 ( w + 1 ) H / 4 J 
(b) for a porous section, 

Re*,*=Relv,(l + K 

(c) for gas blowing through a slot, 

R e * * - P l W s 5 
K e ; i — * • 

Re,! 

Ho 

(106) 

(107) 

(108) 
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Fig. 29 Distribution of concentration on the wall. Film cooling effectiveness with foreign gas 
blowing: curve-Eqs. (98) and (109) for t|/e = 1 ; points-experimental data: 

Designation Gas blown Reference Kind of film cooling 

Helium 

Helium 
Helium 
Hydrogen 
Freon-12 

Volchkov (1983) 
Goldstein e t a l . (1966) 

Volchkov (1983) 

Porous section 

Slot 

For the region of subsonic velocity, Eq. (105) for j3 = 9 is 
written as follows: 

©,= 1 + 0 . 2 5 dx (109) 

The exact solution of the problem is carried out by the method 
of successive approximations since the function ips depends on ©,. 
For practical calculations it is possible to assume as a first approx
imation that i//s = i//s, and to obtain limiting values of the gas film 
cooling effectiveness under the conditions considered. 

Figure 29 presents the comparison of Eqs. (98) and (109) with 
the experiments of Volchkov and Sinayko (1983) and Goldstein et 
al. (1966), where a concentration of the gas blown at the wall by 
different arrangements of film cooling was measured. The curve 
corresponds to the calculations of c* from Eqs. (98) and (109) 
with the approximation i//s ~ 1. As is seen from Fig. 29, there is 
satisfactory agreement between the experimental data and the 
calculations. It is possible to achieve even better agreement; how
ever, for this purpose it is necessary to take into account the actual 
value of ijjs in Eq. (109). 

In Fig. 30, the comparison of effectiveness of gas film cooling 
is shown for the cases of injection of air and helium Hartnett 
(1985). In addition, the results of calculations using Eq. (109) and 
Eq. (5) from Goldstein and Haji-Sheikh (1971) are shown. 

Effectiveness of Gas Film Cooling in Swirled Flow 
• As is shown in Repukhov (1998) and Volchkov (1983), swirling 

the flow at the channel inlet can significantly influence the film 
cooling effectiveness. For injection of gas through a slot, the 
formula (109) proves to be true. Accounting for swirling the gas, 
this formula turns to be as 

® = 1+0.24-Re;125 p 

\\isdx (110) 

where Re, = psWsS/iit; i/>s is the relative law of heat transfer, 
which takes into account the effect of swirling the flow and other 
factors. 

For a nonswirled jet, 

© 1 +0.24-ReA j eRe;L 2 5( 1 - - (111) 

where ReA, = poW0Ax//x0; Ax = x - x0 and xQ is the length of 
a starting section, where 0 = 1 . 

As experimental results have shown, swirling the flow strongly 
effects the length of a starting section: 

XQ 

= 28 (112) 

The intensity of swirling reduces sharply with length of the chan
nel and practically disappears in the length of the starting section. 
In Fig. 31 the experimental data on effectiveness of gas film 
cooling in swirled jets are generalized with the help of the formula 
(111), the influence of flow swirling is taken into account only 
within the starting section, with the latter being determined using 
the Eq. (112). As follows from Fig. 31, the experimental data are 
satisfactorily generalized by Eq. ( I l l ) ; however, for more accurate 
calculations, it is necessary to take into account an influence of 
swirling on the relative law of heat transfer i//s. 
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Fig. 30 Comparison of predictions and experimental results [Goldstein et al. (1966)] for injection through a porous slot-subsonic flow over a flat plate 

Effectiveness of Gas Film Cooling in Turbulized Flows 

In practical conditions, especially in the application of gas film 
cooling for cooling the blades of gas turbines, the main flow of gas 
can be strongly turbulized. 

The question of influence of the degree of turbulence of the 
main flow on the effectiveness of gas film cooling has been 
investigated in detail (Carlson and Talmor, 1968; Chanay et al., 
1976; Green, 1973; Lebedev et al, 1995; Ligrani et al., 1996; 
Mironov et al., 1981; Pichal, 1972; Romanenko et al„ 1970; 
Vashechkin, 1986; Volchkov et al., 1995). Vasechkin (1986) 
shows that for film cooling by injection of gas through a slot, an 
increase in the degree of turbulence of the main flow by up to ten 
percent does not appreciably influence the effectiveness of gas film 
cooling, and the following relation remains valid: 

0 = 1 + 0.25 
Rea 

Re 
(113) 

However, for film cooling by injection of gas through a porous 
section, the level of turbulence of the main flow significantly 
reduces the effectiveness of the gas film cooling, (Fig. 32). Flow 
visualization shows that with Tu0 > 0.1, a destruction of the 
vortical zones downstream the porous section takes place. 
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Fig. 31 Generalization of experimental data [Volchkov (1983)] on 
swirled film cooling effectiveness for air Injection In air. Curve-Eq. (111). 
For <p deg = 0:1-m = 0.3, 2-0.5, 3-0.9, 4-5.0; for <p deg = 58: 5-m = 0.3, 
6-0.5, 7-0.9, 8-5.0; for ip deg = 74: 9-m = 0.3, 10-0.5, 11-0.9,12-5.0. 

In Fig. 33, experimental data Vasechkin (1986) are generalized 
by introduction of an empirical function in Eq. (113) 

® = 1 + A 
ReA 

Re!vl
25(l + K{ 

(114) 

where 

A =J„,(3.44 TuA,102 + 16) + 0.12 TuA,102, (115) 

Tu4i is the degree of turbulence of the main flow averaged on the 
length of the film cooling, j w = jJp0W0. 

In papers by Andreev et al. (1998), Cho et al. (1998), Leontiev 
et al. (1995), Repukhov (1998), and Seo et al. (1998), the results 
of detailed studies on the influence of arrangement of the gas film 
cooling (injection of gas through a single hole, row of holes, 
perforated edges angles of injection and etc.) on its effectiveness 
are given. In particular, it is shown that at gas injection of WJ 
W0 < 0.1, the geometry of holes does not appreciably influence 
the effectiveness of film cooling (Fig. 34). In the above works the 
problems of film cooling under multi-slot injection conditions are 
considered in detail. 

Figure 35 shows comparison of effectiveness of the film cooling 
created by injection of gas through the porous section and the slot 
(Mironov et al., 1981; Schetz, 1980). As is seen from Fig. 35 with 
the same amount of blowing gas, the effectiveness of slot injection 
is approximately two times higher than that for the gas injection 
through the porous section. 

Conclusion 
In this review, it is shown that gas film cooling is one of the 

most promising methods of thermal protection for heating surfaces 
in prospective energetic installations. The analysis of assumptions 
usually accepted in calculation of heat transfer in the presence of 
gas film cooling, is presented. It is shown that the heat transfer 
coefficient in the zone of gas film cooling can differ essentially 
from that found in the absence of film cooling. 

1 The correlations presented for the effectiveness of gas film 
cooling make it possible to take into account the influence of the 
arrangement of film cooling, the longitudinal pressure gradient, 
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Fig. 32 Transpiration film cooling effectiveness for a strongly turbullzed flow on a longitudinally 
streamed cylinder. Solid curve-Eq. (27). Experimental data [Vasechkin (1986)]: 
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nonisothermality and compressibility, swirling of the flow, rough
ness of the surface, and turbulence of the main flow. For confir
mation of the proposed dependences, comparison with experimen
tal data from various researchers is conducted. This allows 
recommendation of these correlations for engineering estimation 
of gas film cooling. The advantage of these formulas manifests 
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Fig. 33 Generalization of experimental distributions on Fig. 32 with 
the help of dependence Eq. (114). Shaded area-experimental data 
[Vasechkin (1986)] on a plate at lp = 138 mm and 276 mm and Tu4 x = 
0.08-0.091. 
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Fig. 34 Comparison of effectiveness of thermal protection of adiabatic 
fiat plate for continuous slot and punched "belt" at injection coefficient 
]s = 0.117.1-continuous slot for y = 30 deg; 2-continuous slot for y = 
90 deg; 3-two rows of round holes for y = 90 deg; 4-two rows of round 
holes for y = 30 deg and j3 = 0 deg; 5-two rows of round holes for y = 
30 deg and p = +90 deg. 

itself in complex numerical calculations and optimization for de
signs of power installations, when the calculation of cooling sys
tems is only a small part of a complex program or code. 

2 To determine heat transfer coefficients in the presence of gas 
film cooling, it is proposed that we use the law of heat transfer, in 
which the energy displacement thickness is in excess to that on an 
insulated wall. 

3 In calculation of film cooling for particular devices, it is 
necessary to solve a conjugate problem, taking into account the 
thermal resistance of walls, boundary layers on the side of cooling 
gas, and longitudinal heat conductance along the wall. A longitu
dinal thermal conductivity of the wall can influence considerably 
the value of heat flux to a cooled wall; however, calculation of this 
effect does not cause difficulties. 

4 As compared to other methods, transpiration cooling is the 
most effective, and makes it possible to obtain required wall 
temperatures with minimal discharge of coolant. However, use of 
transpiration cooling is connected with several basic thermophysi-
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Fig. 35 Comparison of experimental distribution of film cooling effec
tiveness along protected zone for gas injection through porous section 
and slot, lp = 138 mm and G„ = var. Experimental data [Vasechkin 
(1986)]. 1,2: slot blowing; 1-G0 = 6.56 g/s, M = W,1W0 = 1.51; 2-Gc = 
4.68 g/s, M = W,IWa = 1.02; 3-7: porous blowing; 3-G„ = 2.43 g/s, ~j„ = 
0.0062; 4-G c = 4.59 g/s, ]„ = 0.0115; 5-G„ = 7.03 g/s, 7„, = 0.018; 6-G„ = 
9.53 g/s, J„ = 0.024; 7-G„ = 14.35 g/s, ]„ = 0.035. 
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cal and technological problems, which require special consider
ation. 

5 For application of film cooling for gas turbines blades, it is 
necessary to take into account an increase in profile losses due to 
film cooling effects. The increase in the profile losses as compared 
to smooth, impermeable blades, is caused by the combined effects 
of injection and roughness. 

6 The effectiveness of film cooling is more optimal when a 
cooling gas is injected through a slot rather than blowing the gas 
through a porous section, and the influence of velocity pulsation of the 
main flow on the effectiveness of gas film cooling in case of slot 
injection is less than for injection of gas through porous section. 

Acknowledgment 
The author appreciates Dr. N. V. Medvetskaya and Mrs. R. S. 

Gromadskaya for their very fruitful help in preparing this paper. 

References 
Andreev, K. D., Arseniev, L. V., and Polishchuk, V. G., et al., 1998, "Design of 

System of Cooling of Nozzle Vane of Gas Turbine for Driving GTI," Heat Transfer 
1998, Proceedings of 11th IHTC, Vol. 6, Taylor and Francis, London, pp. 481-490. 

Baryshev, Yu. V., Vinogradov, Yu. A., Leontiev, A. I., et al., 1972, "Recovery 
Coefficients on a Permeable Surface and in the Region of Gas Film Cooling in the 
Supersonic Turbulent Boundary Layer," Mechanika Zhidkosti i Gaza, pp. 131-136 (in 
Russian). 

Baryshev, Yu. V., Leontiev, A. I., and Peiker, N. K., 1976, "Turbulent Boundary 
Layer on a Permeable Surface with Intensive Blowing," Inzhenerno-Fizichesky Zhur-
nal. Vol. 30, No. 5, pp. 773-779 (in Russian). 

Bergles, G., Gosman, A., and Launder, B. E., 1977, "Near Field Character of a 
Jet Discharged through Wall at 30° to a Main Stream," A1AA Journal, Vol. 15, No. 
4. 

Carlson, N. M„ and Talmor, E., 1968, "Gaseous Film Cooling at Various Degree 
of Hot-Gas Acceleration and Turbulence Levels," Int. J. Heat and Mass Transfer, 
Vol. 11, No. 11, pp. 1695-1713. 

Chanay, G-, Comte-Bellot, G., and Mathieu, J., 1976, "Development of a Turbulent 
Boundary Layer to Random Fluctuations in the External Stream," Phys. Fluids, Vol. 
19, No. 9, pp. 1261-1272. 

Cho, H. H., Kim, B. G„ and Rhee, D. H., 1998, "Effects of Hole Geometry on Heat 
(Mass) Transfer and Film Cooling Effectiveness," Heat Transfer 1998, Proceedings 
of the 11th IHTC, Vol. 6, Taylor and Francis, London, pp. 499-504. 

Eckert, E. R. G„ and Cho, H. H., 1994, "Transition from transpiration to film 
cooling," Int. J. Heat and Mass Transfer, Vol. 37, Sup. 1, pp. 3-8. 

Eckert, E. R. G„ and Drake, R. M., 1972, Analysis of Heat Transfer, McGraw-Hill, 
New York. 

Garg, V. K., 1999, "Heat Transfer on A Film-Cold Rotating Blade Using 
Different Turbulence Models," Int. J. Heat and Mass Transfer, Vol. 42, No. 5, pp. 
789-802. 

Garg, V. K., and Gaugler, R. E., 1997, "Effect of Coolant Temperature And Mass 
Flow on Film Cooling Of Turbine Blades," Int. J. Heat and Mass Transfer, Vol. 40, 
No. 2, pp. 435-443. 

Goldstein, R. J., 1971, "Film Cooling," Advances in Heat Transfer, Irvine T. F. and 
J. P. Hartnett, eds., Vol. 7, Academic Press, New York, pp. 321-379. 

Goldstein, R. J., Eckert, E. R„ and Ramsey, J. W„ 1968, "Film Cooling with 
Injection through Holes: Adiabatic Wall Temperatures Downstream of a Circular 
Hole," ASME Journal of Engineering for Gas Turbines and Power, Vol. 90, pp. 
384-395. 

Goldstein, R. G., Eckert, E. R. G., and Wilson, D. L, 1968, "Film Cooling with 
Normal Injection into a Supersonic Flow," Transactions of the ASME, Ser. B, Vol. 90, 
No. 4, pp. 584-589. 

Goldstein, R. G., Rask, R. B., and Eckert, E. R. G., 1966, "Film Cooling with 
Helium Injection into an Incompressible Air Flow," Int. J. Heat and Mass Transfer, 
Vol. 9, pp. 1341-1350. 

Goldstein, R. G., Shavit, G., and Chen, T. S., 1965, "Film-Cooling Effectiveness 
with Injection through a Porous Section," Transactions of the ASME, Ser. G, Vol. 87, 
No. 3, pp. 353-363. 

Golovanov, A. V., Zeigarnik, Yu. A., and Polyakov, A. F. et al., 1996, "The 
Comparative Effectiveness of Steam and Air Cooled Gas Turbine Blades," Thermal 
Engineering, Vol. 43, No. 10, pp. 846-851. 

Green, J. E., 1973, "On the Influence of Free Stream Turbulence on a Turbulent 
Boundary Layer, as it Relates to Wind Tunnel Testing at Subsonic Speeds," AGARD 
Report, No. 602, pp. 36-43. 

Hacker, D. S., 1956, "Empirical Prediction of Turbulent Boundary Layer Instability 
along a Flat Plate with Constant Mass Addition at the Wall," Jet Propulsion, Vol. 26, 
No. 9. 

Hartnett, J. P., 1985, "Mass Transfer Cooling," Handbook of Heat Transfer 
Applications, Editors: W. M. Rohsenow, J. P. Hartnett, and E. N. Ganic, eds., 
McGraw-Hill, New York, pp. 1-111. 

Hartnett, J. P., Birkebak, R. C , and Eckert, E. R. G., 1961, "Velocity Distributions, 
Temperature Distributions, Effectiveness and Heat Transfer for Air Injected through 

a Tangential Slot into a Turbulent Boundary Layer," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 83, pp. 293-306. 

Ito, S„ Goldstein, R. J., and Eckert, E. R. G„ 1978, "Film Cooling of a Gas 
Turbine," ASME Journal of Engineering for Gas Turbines and Power, Vol. 100, pp. 
476. 

Jakob, Max, 1957, Heat Transfer, John Wiley and Sons, New York, p. 516. 
Kays, W. M., and Crawford, M. E., 1987, Convective Heat and Mass Transfer, 3rd 

Ed., McGraw-Hill, New York, p. 600. 
Ko, Shao-Yen, Liu, Deng-Ying, Xu, Jing-Zhong, and Li, Jing, 1985, Film Cooling, 

Science Press, Beijing, pp. 276-297. 
- Komarov, V. P., and Leontiev, A. I., 1970, "Experimental Investigation of the 
Effectiveness of Gas Film Cooling in the Turbulent Boundary Layer," Teplofizika 
Vysokih Temperature, Vol. 8, No. 2, pp. 353-358 (in Russian). 

Komarov, V. P., Leontiev, A. I., Okolito, L. A. et al., 1982, "Investigation of the 
Effectiveness of Gas Film Cooling on a Rough Surface," Inzhenerno-Fizichesky 
Zhurnal, Vol. 13, No. 6, pp. 855-892 (in Russian). 

Kopelev, S. Z., 1984, Projecting Turbine Flowing Part of Aircraft Gas-Turbine 
Engine, Moscow, p. 225 (in Russian). 

Kutateladze, S. S., and Leontiev, A, I., 1963, "Film Cooling in Turbulent Boundary 
Layer in Gas," Teplofizika Vysokih Temperatur, Vol. 1, No. 2, pp. 281-290 (in 
Russian). 

Kutateladze, S. S., and Leontiev, A. I., 1990, Heat Transfer, Mass Transfer and 
Friction in Turbulent Boundary Layers, Hemisphere, New York, p. 305. 

Lebedev, V. P., Lemanov, V. V., Misyura, Y. A., and Terekhov, V. I., 1995, 
"Effects of Flow Turbulence on Film Cooling Effectiveness," Int. J. Heat and Mass 
Transfer, Vol. 38, No. 11, p. 2117. 

Lebedev, V. P., Lemanov, V. V., and Terekhov, V. I., 1999, "Heat Transfer in a 
Wall Jet at High Turbulence of Cocurrent Stream," Int. J. Heat and Mass Transfer, 
Vol. 42, No. 4, pp. 599-612. 

Leontiev, A. I., 1993a, "Perspectives of Porous Cooling: Application for Gas 
Turbine," The 6th International Symposium on Transport Phenomena in Thermal 
Engineering, Vol. II, May 9-13, Seoul, Korea, Taylor and Francis, London, pp. 
39-48. 

Leontiev, A. I„ 1993b, "The Mefhod.of Calculation of Cooling of the Gas-Turbine 
Blades," Izvestiya Akademie Nauk, Energetika, No. 6, pp. 85-92 (in Russian). 

Leontiev, A. I., 1966, "Heat and Mass Transfer in Turbulent Boundary Layers," 
Advanced in Heat Transfer, Editors: T. F. Irvine and J. P. Hartnett, eds., Vol. 3, 
Academic Press, New York, pp. 33-100. 

Leontiev, A. I., and Epifanov, V. M„ 1992, "Heat Mass Transfer and Hydrody
namics of Flow of Transpiration Cooled Gas Turbines," Heat Transfer in Turboma-
chinery, Proceedings of the International Symposium on Heat Transfer in Turboma-
chinery, Aug. 24-28, Athens, Greece, Begell House, New York. 

Leontiev, A. I., and Polyakov, A. F., 1998, "The Conditions of Convective Heat 
Transfer on Porous Permeable Wall," Izvestia RAN, Seria "Energetika," No. 6, p. 120 
(in Russian). 

Leontiev, A. I., Puzach, V. G., and Puzach, S. V., 1997, "Features of Thermal 
Permeable Wall Streamlined of High Temperature Gas Flow," Izvestiya Akademie 
Nauk, Seria "Energetica," No. 2 (in Russian). 

Leontiev, A. I., Volchkov, E. P., and Lebedev, V. P. et al„ 1995, Thermal 
Protection of Plasma Generator Walls, Institute Thermophysics of SB of RAS, 
Novosibirsk, p. 335 (in Russian). 

Librizzi, I., and Cressi, R. J., 1964, "Transpiration Cooling of a Turbulent Bound
ary Layer in an Axisymmetric Nozzle," A1AA J., No. 2, p. 617. 

Ligrani, P. M„ Gong, R., and Cuthrell, J. M„ et al., 1996, "Bulk Flow Pulsations 
and Film Cooling-II. Flow Structure and Film Effectiveness," Int. J. Heat and Mass 
Transfer, Vol. 39, No. 11, pp. 2283-2292. 

Metzger, D. E., Kim, Y. W„ and Yu, Y., 1993, "Turbine cooling: An overview and 
some focus topics," The 6th International Symposium on Transport Phenomena 
(JSTP-6) in Thermal Engineering, Vol. II, May 9-13, Seoul, Korea, pp. 49-60. 

Mironov, B. P., Vasechkin, V. N., and Yarygina, N. I.,etal., 1981, "Heat and Mass 
Transfer at High Free Stream Turbulence as a Function of Injection Rate," Heat 
Transfer-Soviet Research, Vol. 13, No. 5, pp. 54-65. 

Motulevich, V. P., Sergievsky, E. D., and Yanovsky, L. S., 1981, "Influence 
Direction of Injection on Coefficient of Turbulent Skin Friction," Heat Transfer 
Problems, Proceedings of Moscow Forest Engineering Institute, Sup. 138, MFE1, pp. 
104-113 (in Russian). 

Osipov, M. I., 1994, "Efficiency of Film Cooling with Influence of Surface 
Roughness," Heat Transfer 1994, Proceedings of 10th Int. Heat Transfer Conference, 
Vol. 3, Taylor and Francis, London, pp. 95-99. 

Pichal, M., 1972, "Lie turbulente Grenzschicht bei hochturbulenten Aubenstro-
mung," ZAMM, Vol. 52, No. 10, pp. 407-416. 

Polezhaev, Yu. V., 1997, "The Transpiration Cooling for Blades of High 
Temperatures Gas Turbine," Energy Convers. Mgmt, Vol. 38, No. 1013, pp. 
1123-1133. 

Romanenko, P. N., and Voloshchuk, A. Ya, 1970, "Effectiveness of Film Cooling 
with Gas Injection in Turbulent Boundary Layer through a Porous Section," Teplofiz
ika Vysokih Temperatur, Vol. 8, No. 5, pp. 1025-1031 (in Russian). 

Repukhov, V. M., 1998, "Thermal Protection and Effectiveness of Air-Water Film 
Cooling under Tangential and Normal Injection," Proceeding of 2nd Russian Heat 
Transfer Conference, Vol. 5, Oct. 26-30, Moscow, pp. 89-92 (in Russian). 

Schetz, I. A., 1980, "Injection and Mixing in Turbulent Flow," AlAA Journal, Vol. 
18, No. 5. 

Seo, H. J., Lee, J. S„ and Ligrani, P. M„ 1998, "The Effect of Injection Hole Length 
on Film Cooling with Bulk Flow Pulsations," Int. J. Heat and Mass Transfer, Vol. 41, 
No. 22, pp. 3515-3528. 

Tollmien, W„ 1926, "Berechnung der turbulenten Ausbreitungsvorgange," ZAMM, 
Bd. IV, p. 468. 

526 / Vol. 121, AUGUST 1999 Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Vasechkin, V. N., 1986, "Influence of Hydrodynamic and Thermal Development of 
Boundary Layer on Heat Transfer at Different Level of Free Stream Turbulence," 
Ph.D. thesis, Institute of Thermophysics, Novosibirsk, p. 250. 

Vinogradov, Yu. A., Ermolaev, I. K., and Leontiev, A. I., 1997, "Coefficients of 
Recovery and Efficiency of the Gas Curtain Injection of Gas through a Porous Disc," 
High Temperatures, Vol. 35, No. 6, pp. 1005-1008. 

Volchkov, E. P., 1983, Wall Gas Film Cooling, Nauka, Novosiborsk, p. 259 (in 
Russian). 

Volchkov, E. P., Lebedev, V. P., and Nizovtsev, M. I. et al., 1995, "Heat Transfer 
in a Channel with a Counter-Current Wall Injection," Int. J. Heat and Mass Transfer, 
Vol. 38, No. 14, pp. 2677-2687. 

Volchkov, E. P., and Levchenko, V. Ya„ 1965, "Effectiveness of gas film cooling 
in the turbulent boundary layer," Prikl. Mech. I Tekh. Fiz., No. 5, pp. 142-146 (in 
Russian). 

Wieghard, K., 1944, "Uber die turbulente Stromung im Rohr und langs der Platte," 
7AMM, Vol. 24, pp. 294-303. 

Journal of Heat Transfer AUGUST 1999, Vol. 121 / 527 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. W. Indermuehle 
e-mail: indermuehles@asme.org 

R. B. Peterson1 

Associate Professor, 
e-mail: Richard.Peterson@orst.edu 

Assoc. Mem. ASME 

Department of Mechanical Engineering, 
Oregon State University, 

Rogers Hall 204, 
Corvallis, OR 97331 

A Phase-Sensitive Technique 
for the Thermal 
Characterization of Dielectric 
Thin Films 
A phase-sensitive measurement technique for determining two independent thermal prop
erties of a thin dielectric film is presented. The technique involves measuring a specimen's 
front surface temperature response to a periodic heating signal over a range of frequen
cies. The phase shift of the temperature response is fit to an analytical model using 
thermal diffusivity and effusivity as fitting parameters, from which the thermal conduc
tivity and specific heat can be calculated. The method has been applied to 1.72-^xm thick 
films of Si02 thermally grown on a silicon substrate. Thermal properties were obtained 
through a temperature range from 25°C to 300°C. One interesting outcome stemming 
from analysis of the experimental data is the ability to extract both thermal conductivity 
and specific heat of a thin film from phase information alone. The properties obtained with 
this method are slightly below the bulk values for fused silica with a measured room 
temperature (25°C) thermal conductivity of 1.28 ± 0.12 W/m-K. 

Introduction 

Many technologically important microstructures for microelec-
tromechanical systems (MEMS) are often fabricated in a layered 
fashion. Thin films comprise the material for these microstruc
tures, and devices fabricated with a particular film material can 
exhibit novel functionality and performance characteristics that 
depend on the film type used. Both mechanical and thermal prop
erties are of interest. However, the latter category is especially 
important where microdevice operation is thermally based such as 
heat transfer in microchannel arrays, thermal sensor operation, and 
heat dissipation from integrated microelectronic components. A 
necessary first step in understanding the thermal response of these 
systems is obtaining accurate values for the thermal conductivity 
and specific heat. However, obtaining reliable thermal properties 
for thin films can be challenging due to the small dimensions 
involved. 

A variety of measurement techniques have been developed for 
determining thin film properties. Lambropoulos et al. (1989,1992) 
have given a thorough review of various techniques and have 
shown the effect of different variables on the thermal properties of 
dielectric materials. Cahill et al. (1989) also presented several 
methods that are applicable to thin film property measurement over 
a range of thicknesses. DeVecchio et al. (1995) developed a 
phase-sensitive technique for determining the thermal diffusivity 
of highly conductive samples where periodic heating was applied 
to one side of the sample and the temperature response was 
measured at the other. Chen and Tien (1993) presented a phase-
sensitive method that allowed for diffusivity measurements in both 
the perpendicular and parallel directions to a sample's surface. 
Zhang and Grigoropoulos (1995) used silicon nitride films to 
demonstrate phase, amplitude, and heat pulse methods. A 3w/ 
decay technique where thermal diffusivity and effusivity can both 
be determined has been studied by Frank et al. (1993). The 
technique involved using phase data to determine diffusivity while 
a thermal decay method, applied separately after phase measure-
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ments, yielded effusivity. Ju et al. (1998) have demonstrated a 
periodic surface heating method where optical thermometry was 
used to detect the magnitude of the front surface temperature 
signal. The method was applied to Si02 and polymeric films. 
Several techniques that involve the extraction of thermal informa
tion from a photoacoustic signal have also been described in the 
literature (Rosencwaig and Gersho, 1976; Bennett and Patty, 1982; 
Charpentier et al, 1982; Lachaine and Poulet, 1984; Swimm, 
1983). 

This paper describes a new phase-sensitive technique that al
lows the simultaneous determination of thermal diffusivity and 
effusivity (and hence, thermal conductivity and specific heat) for a 
dielectric thin film. The technique involves measuring the phase 
difference between a specimen's front surface temperature re
sponse and a periodic heating signal. To analyze the experimental 
data, an analytical expression is developed for the temperature 
response that includes the thermal properties of the substrate and 
thin film. The technique has been validated using 1.72-/u,m thick 
films of Si02 thermally grown on a silicon substrate. 

Theory 
Two analytical models are developed in this section, both of 

which contain a periodic boundary condition that drives heat 
conduction. Each model is based on a rectilinear coordinate system 
where the temperature response is sought at the same location that 
the periodic boundary condition is applied, namely at x = 0. 
One-dimensional conduction is assumed with heat flow perpendic
ular to the surface exposed to heating. With no energy generation 
within the domain and assuming constant thermal properties, the 
governing differential equation becomes 

d2T 

Jx*' 

1 8T 
(1) 

where x is the spatial coordinate, d is the time coordinate, and 
temperature is given by T. Other quantities can be found in the 
Nomenclature. The use of Eq. (1) assumes a continuum model for 
the analysis. In the work presented here, the film thickness is 
greater than one micron. Using the thermal properties for bulk 
Si02, a simplified analysis gives a phonon mean-free path of less 
than a nanometer thus validating the use of the continuum ap
proach. 
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There are numerous techniques available for solving Eq. (I). 
When a periodic boundary condition is present, analysis com
monly results in a periodic solution summed with a transient 
solution that decays to zero with time. If the "transient" part of the 
complete solution is of no interest, the problem can be solved by 
a method known as complex combination (Arpaci, 1966; Meyers, 
1971). The details of this method will not be given here, but the 
method is used to obtain analytical results for both models pre
sented in this section. Note that the resulting solution for the 
temperature distribution T(x, 0) will not be a truly steady-state 
solution, but pseudo-steady-state due to its periodicity. 

The first model examines a semi-infinite domain whose front 
surface is exposed to periodic heating. The physical situation being 
modeled is that of I2R heating imposed on the surface of a fused 
silica substrate. In actuality, two layers exist: a thin metal film 
heater (nichrome) and the thick substrate. However, because the 
film heater is very thin (50 nm) and its thermal conductivity is 
large compared to that of the substrate, its physical dimensions are 
neglected in the analytical model. Also, the substrate is assumed 
thermally thick. Thus, periodic heating at the front surface is not 
expected to produce a periodic response at the back. Results of this 
model are used later to correct sample data obtained in the exper
iment. 

The second model examines a two-layered structure, also with 
its front surface exposed to periodic heating. In this model, the top 
layer represents the thin film under study and the back layer is the 
substrate. The latter is considered thermally thick, again permitting 
the use of a semi-infinite domain in the model. 

Single-Domain Model. Figure 1 shows the analytical domain 
used for developing the first model. As stated previously, one-
dimensional conduction with constant properties and zero energy 
generation is assumed for the analysis. As periodic heating is 
applied to the front surface, the solid is expected to reach a 
"baseline," or mean temperature upon which the periodic response 
will fluctuate. For simplicity, the mean temperature and initial 
temperature are considered equal and are given a value of zero. 
Mathematically, the initial condition is stated as T(x, 0) = 0. The 

periodic heat source at the front surface (x 
boundary condition of the form 

0) is expressed as a 

7"(0, 0) = -k 
dx 

= g0 cos (cod) (2) 

where w represents the angular frequency (u> = 2TT/) of the 
heating signal and g0 is the amplitude. The second boundary 
condition is imposed at a position far removed from the periodic 
heat source where the thermal waves traveling through the solid 
are completely dampened, thus 

T(x- °, 0) = 0. (3) 

As stated previously, the method of complex combination is used 
as a solution technique yielding 

T(x, 0) go e ~ •J""2ax cos w8 
la a (4) 

A few key points are evident in this solution. First of all, the 
amplitude of the temperature response at the front surface is not 
only a function of surface heating strength, but also of two material 
properties and heating frequency. As expected, the amplitude of 
the temperature response decreases with increasing frequency and 
also decays with depth from the front surface. Of more importance 
is the phase shift between the periodic temperature response and 
heating signal. Phase shift within the solid is dependent on heating 
frequency and material properties. However, it reduces to a con
stant value at the front surface. Because the front surface-
temperature response is desired, only the solution at x = 0 is of 
interest, 

r (0 , 0) = COS OI0 (5) 

Equation (5) clearly shows that for a one-dimensional semi-infinite 
region exposed to periodic heating, the temperature response at the 
front surface will lag the heating signal by a value of 45 deg, 
regardless of material properties and heating frequency. 

Two-Domain Model. The analytical domains used for devel
oping the second model are shown in Fig. 2. Domain 1 is the thin 
film and domain 2 is the thermally thick substrate. To produce 
periodic heating, a thin metal strip is physically present at the front 
surface. This gives a situation in which three layers actually exist. 
However, because the metal strip is very thin (50 nm) and highly 
conductive compared to the thin film, it is neglected in the ana
lytical model. Furthermore, in addition to the conditions assumed 
for the one-domain model, the thermal properties of the film are 
assumed isotropic. If significant anisotropic behavior is present in 
thermally grown Si02 films, then the thermal conductivity results 
reported here would have to be considered effective values normal 
to the plane of the thin film. 

The conduction problem represented by this model requires 
writing Eq. (1) for each domain, yielding a piecewise continuous 
solution. Two boundary conditions and one initial condition must 
accompany each of the equations in order to describe the physical 

Nomenclature 

e, 
e2 = 
E = 

Cp = specific heat, J/kg K 
= film effusivity, W s"2/m2 K 
= substrate effusivity, W s"Vm2 

simplification variable 
/ = frequency of heat source, Hz 

g0 = amplitude of heat source, W/m 
/ = electrical current, Amp 
k = thermal conductivity, W/m K 

L = film thickness, m 
MAG = amplitude of temperature re-

K sponse, K 
q" = flux of periodic heat source, 

W/m2 

R = electrical resistance, fl 
T = temperature, K 
x = spatial coordinate, m 

Greek Symbols 

a = thermal diffusivity, m2/s 
p = mass density, kg/m3 

0 = time coordinate, sec 
o) = angular heating frequency, rad/s 
(f) = phase shift, rad 
T = simplification variable 
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Fig. 2 Analytical domain of the one-dimensional heat conduction model 
for the layered sample 

situation in full. Similar to the previous model, initial conditions 
state that temperature is equal to zero throughout both regions 
prior to heating, 

Tt(x, 0) = 0 

T2(x, 0) = 0. 

(6) 

(7) 

A periodic heat flux is imposed at x = 0. This boundary condition 
is stated mathematically as 

g"(0, 0) = - * , 
dTi 

dx 
g0 cos (w0). (8) 

The second boundary condition is at x = L. By using energy 
considerations at this location it is apparent that the heat flux 
leaving the back surface of domain 1 must equal the heat flux 
entering the front surface of domain 2, thus, 

ST i 

dx = -k7 

dT2 

dx 
(9) 

Next, it is assumed that superior thermal contact exists between the 
domains. If thermal resistance is neglected then a temperature drop 
will not exist across the interface, giving 

r,(L, 0) = T2(L, 0). (10) 

Finally, as the spatial coordinate (x) increases to values much 
larger than L, the magnitude of the periodic temperature response 
decreases. For very large values of x, the thermal wave will be 
completely dampened such that 

T2(X-+™, e) = o. (11) 

Again, the method of complex combination is used for solving 
the equations. The pseudo-steady-state solution for the temperature 
response at x = 0 is placed in the simplified form of 

r , (0, 0) =MAG-cos(o)0 + $) 

where the amplitude and phase shift are expressed as 

V(l - e - 2 r E 2 ) 2 + 4 £ 2 e - 2 r s i n 2 ( r ) 
MAG = 

So 

atan — 

1 + e~2VE2 + 2 £ e ~ r c o s ( r ) 

1 - e~2TE2 - 2Ee~T sin (T) 

"l - e - 2 r £ 2 + 2 £ e - r s i n ( r ) 

(12) 

(13) 

(14) 

In the above expressions, T and E are used for simplifying the 
equations. They have the functional form of 

(15) 

£ = 
e2 + e. 

(16) 

Also, the effusivities of the film and substrate found in Eq. (16) are 
defined as 

ex = '\JkxpiCpl = 

— \jk2p2Cp2 — j . 

(17) 

(18) 

Note that the phase shift at the front surface of a multilayered 
structure is no longer a simple constant as was the case for the 
single domain exposed to periodic surface heating. 

Curve Fitting. The second model gives the phase shift in 
terms of five different quantities, three of which are embedded in 
the expression for F and two in the relationship for E. Of these five 
variables, three are considered known; the frequency of the peri
odic heat source (a>), the film thickness (L), and the effusivity of 
the silicon substrate (e2). This leaves the film's effusivity (e,) and 
diffusivity (a,) as unknown thermal properties. Once these two 
independent properties are obtained, the thermal conductivity and 
specific heat of the thin film can readily be determined. 

Before the curve-fitting process can begin, accurate thermal 
property data for the silicon substrate are required in order to 
utilize Eq. (18). A literature survey yielded values with up to ten 
percent uncertainty for the thermal conductivity of silicon (Glass-
brenner and Slack, 1964; Touloukian et al., 1970a). Possible 
contributors to this uncertainty are doping level and property 
measurement technique. It is known that the silicon substrate used 
in this study is of n type, lightly doped with phosphorus (1015/ 
cm3). This material has not been "well" characterized thermally; 
however, its properties are not expected to vary significantly from 
those for high-purity silicon. Therefore, both thermal conductivity 
and specific heat for high-purity single-crystal silicon are used in 
the effusivity calculations (Touloukian et al., 1970a; Touloukian 
and Buyco, 1970). For density, a constant value of p2 = 2330 
kg/m3 is chosen. 

From an examination of Eq. (14), the phase shift is clearly 
dependent upon the two parameters T and E. Through Eqs. (15) 
and (16), these two parameters are in turn dependent on a, and e, 
(the other terms in t and E are assumed known). Thus, the fitting 
process uses phase-shift data recorded over a range of frequencies 
to find a unique pair of values for a, and e, from which the 
thin-film thermal conductivity and specific heat can be determined. 
Nonlinear regression analysis software, available in a commercial 
package, was used to perform the fits. The package used the 
Marquardt-Levenberg algorithm for finding the best fit to each data 
set. Best fit was defined as a minimization of the sum of the 
squared differences between the observed and predicted data. 

In order to use the fitting routine, absolute phase shift data are 
needed. However, the experimental data varies significantly from 
values predicted by the analytical model due to nonideal system 
behavior. One contributor is the physical thickness of the nichrome 
heating strip. Contributions here are thought small, mainly because 
of the small relative thickness and high thermal conductivity of 
nichrome compared to the Si02 film. Experimentally, heating-strip 
thicknesses of 50 and 100 nm have been studied with no apparent 
differences in the results. A more pronounced contribution comes 
from the finite response time of the measurement circuitry. This 
leads to increasing phase shifts with increasing frequency. This 
effect can be compensated for by using phase data from measure
ments on a reference as a means for producing absolute sample-
phase data. To accomplish this, phase data collected for the refer
ence substrate exhibits greater phase lags than the constant —45 
deg predicted by Eq. (5). This excess phase lag (the difference 
between the measured phase and - 4 5 deg) is used as an indicator 
of the response time of the electronic circuitry. It is frequency 
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dependent and assumed to be equally present in the data for both 
the reference and test sample. In the tests described in the follow
ing, the reference substrate was fused silica. One other substrate 
material (borosilicate glass) has been studied as a reference stan
dard. Compared to fused silica, it gave similar phase-shift correc
tions. 

The results of the curve fitting process was the thermal diffu-
sivity and effusivity of the thin film. Once these properties are 
available, the specific heat is determined with 

A density of p, = 2220 kg/m3 is used for the thin film, corre
sponding to that of bulk Si02. The density of the film is expected 
to be lower than that of the bulk material, but in most cases only 
by a few percent (Decker et al., 1984). Therefore, the use of bulk 
values is thought to be sufficient for this work. With the specific 
heat, the thermal conductivity is easily calculated using 

*i = Pi^CP„ (20) 

Experimental Method 
The procedure described above requires absolute phase shift 

data as a function of frequency. In order to collect this data, a 
method was developed to detect and measure relative temperature 
variations having peak-to-peak amplitudes in the milli-Kelvin 
range. The following provides a detailed description of the appa
ratus. 

Apparatus. The experimental configuration is shown in Fig. 3 
and is centered about a sample emitting infrared radiation in a 
periodic manner as a result of rapid changes in surface tempera
ture. The sample is mounted on a heat sink having an external bulk 
heater capable of providing temperatures in excess of 400°C, 
although only a temperature range of 25°C-300°C was studied in 
this work. The temperature fluctuations on the surface of the 
sample are produced by a thin-film nichrome strip heater. 

The function generator of Fig. 3 provided the periodic voltage 
across the nichrome strip. Infrared emission from the strip was 
captured by an IR lens and was focused with a 1-to-l imaging 
configuration onto the active element of an IR detector. The lens 
(Janos Technology Model A1200-012) was fabricated from Zinc 
Selenide and transmitted IR radiation between 0.63 jam and 18 jam 
with an efficiency near 70 percent. The IR detector (EG&G Judson 
Model J15D12-M204-S01M) consisted of a one-square-mm 
HgCdTe photoconductive element operating at 77 K. It was re
sponsive to wavelengths between 2 jam and 10 jam. In order to 
sense the change in conductivity, a bias current was applied 
through the detector element by a pre-amplifier circuit, which also 
increased the signal strength by a factor of 100. The signal was 
then sent to a digital lock-in amplifier (Stanford Research Systems 
Model SR830 DSP). At the lock-in, the signal was compared with 
the function generator's synchronous output, which was in phase 
with the voltage signal applied across the nichrome heating strip. 
Internally, the lock-in manipulated both signals using a phase-
sensitive detection scheme to produce values for magnitude and 
phase shift of the input signal. 

Figure 4 shows the heat sink used for specimen mounting. 
Although only half of the sink is depicted in the figure, the entire 
heat sink surface was designed to accept a side-by-side placement 
of both the thin film sample and fused silica reference standard. 
For each, the substrate was placed closest to the heat sink with the 
nichrome layer facing outward. Both specimens were attached 
independently to the heat sink with stainless steel bolts and ma
chinable ceramic mounting bars. The ceramic bars provided elec
trical isolation between the heat sink and the contact blocks. Leads 
from the function generator were attached to each contact block. 
The function generator supplied a periodic voltage in the form of 

a modified square wave having minimum and maximum values of 
0 V and 10 V, respectively. 

A scaled side view of the experimental apparatus is shown in 
Fig. 5. The heat sink was mounted onto two adjustment stages. The 
first was a three-axis micro-adjustment stage used to fine tune the 
alignment between the emitting surface, the IR lens, and the IR 
detector. The micro-adjustment stage was mounted directly to a 
macro-adjustment stage. The macro-adjustment stage was used 
solely for alternating between the measurement of the thin film 
sample and the fused silica standard. The lens system and detector 
also had translation capabilities for alignment purposes. The base 
of each component was rigidly fixed to an optical table. 

Specimen Preparation. Each sample started out as a section 
of a 675-yam thick silicon wafer, 15.24 cm (6") in diameter. The 
wafer was placed in a heated oxygen-rich environment and a 
1.72-pim thick oxide layer was allowed to form. The wafer was 
then sliced into rectangular pieces with dimensions of 3.5 cm X 
2.0 cm. The reference standards for the experiment were produced 
from 1-mm thick fused silica laboratory slides. 

The nichrome (80 percent Nickel/20 percent Chromium) heating 
strip was deposited on each specimen using an e-beam evaporation 
process. Nichrome thicknesses of 50 and 100 nm were used in the 
study; however, only results for the 50-nm thick strip are reported 
here. No significant difference was observed between the two 
cases. The heating strip had a width of 2 mm and a length of 1 cm. 
Nichrome was concurrently deposited onto both the thin film 
sample and the fused silica standard in a side-by-side aluminum 
shadow mask fixture. Nichrome thickness was monitored contin
uously during deposition with a crystal oscillator. The width of the 
nichrome strip was chosen to minimize fringing effects in the 
collected IR emissions. The center of the strip was imaged with a 
1-to-l ZnSe lens configuration onto the 1 mm2 active element of 
the HgCdTe detector. Thus, signals originating near the sides of 
the strip were rejected by the detection system. 

A visual examination was performed on each specimen after 
completion of the deposition process. By holding the fused silica 
standard up to a source of white light, it was found that the 50-nm 
thick nichrome strip was not completely opaque to the visible 
spectrum. However, for IR wavelengths between 5 and 10 jxm, and 
using a conservatively estimated extinction coefficient of 25 (the 
imaginary component of the complex index of refraction), a 50-nm 
film has a calculated IR transmittance of less than five percent. 
Thus the film was nearly opaque to thermal emissions originating 
under its surface. The e-beam deposition process produced an 
excellent bond at the nichrome/specimen interface. All interfacial 
bonds were strong enough so that the nichrome could not be 
removed by rubbing with a cloth or finger, but required heavy 
scratching in order to degrade the surface. 

Technique. Recording of experimental data for determining 
thin film properties was straightforward. First, a specimen pair 
(sample/standard) was placed in the sample holder. Then, with the 
detector focused on the sample, phase data were recorded from 500 
Hz to 20 kHz. The sample holder was then shifted to place the 
fused silica reference in front of the detector. The frequency sweep 
was repeated by recording phase data at the same frequencies, 
again starting at 500 Hz. As shown by Eq. (5), the phase shift for 
the reference should be constant at - 4 5 deg. However, greater 
phase lags were observed due to the finite response time of the 
electronic circuitry. From the difference in predicted and measured 
phase lags, a phase correction was determined and applied to the 
sample data. The corrected values were then used in the curve-
fitting routine as explained previously. 

The temperature variations at the front surface were small and 
required a sensitive technique for signal detection and phase mea
surement. The electrical resistance of the nichrome film was ap
proximately 110 fl. With the function generator supplying a 0 to 
10 V nominal square wave, the peak power dissipated was 0.909 
W. However, the fundamental frequency component (for lock-in 
detection) to this heating signal had a corresponding g0 (see Eq. 
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Specimen Brass Heat Sink 
Ceramic Mounting Bar 

Nichrome Heating Strip 
Electrical 

External Bulk Contact Block 
Heater 

Fig. 4 Mounting arrangement for the samples 

(13)) of 29,000 W/m2. With this value, the temperature variations 
at the front surface of the sample had calculated magnitudes of 
0.063 K and 0.038 K at 500 Hz and 20 kHz, respectively. Exper
imentally, a signal strength of 195 [xV was measured by the lock-in 
amplifier at 500 Hz, and at 20 kHz the signal strength was 115 /xV. 
These signals should be compared to the noise level of the detec
tion system which was 42 juV/Hz1'2 (as measured by the model 
SR830 lock-in amplifier) at 500 Hz and less than 3 ynV/Hz"2 at 20 
kHz. Thus, the detection scheme must be able to detect small rapid 
temperature signals amid substantial background noise. However, 
the lock-in amplifier had the capability of accomplishing this 
detection at the signal-to-noise ratios encountered in this experi
ment. It should be emphasized, however, that only qualitative 
detection of magnitude is needed since all quantitative information 
is collected in the form of phase shift data. 

Results 
The phase data obtained are in excellent agreement with Eq. 

(14) as shown by Fig. 6. The corrected phase data are shown as 
open symbols and the result of each curve fit is shown as a solid 
line. The uppermost curve represents 25°C while the lowest curve 
is for 300°C. Each curve corresponds to one thermal diffusivity/ 
effusivity pair, and thus a single conductivity and specific heat. 
Note that small filled circles are provided on the solid line near 
each corrected value (open symbols) to display the analytically 
derived phase shift at that point. The front surface phase data 
rapidly increases in value at the lower frequencies, reaches a 
maximum at approximately 7000 Hz, and then decreases in a 
steady manner. If the curves were extended to much higher fre
quencies, a limit of —45 deg would eventually be reached. 

The data at the lowest frequency shown for each curve displays 

I 
I 
a. 

5000 10000 

Frequency (Hz) 

15000 20000 

Fig. 6 Sample phase shift as a function of frequency curves at nine 
different temperatures. Open symbols are experimental data, solid line 
and small filled symbols are the analytical curve fit. 

a small deviation from the analytical fit. This deviation could be a 
result of the finite thickness of the silicon substrate. A character
istic length for determining whether the substrate is thermally thick 
is 7T/x, where 

(21) 

This characteristic length has been derived by examining the 
thermal wave propagation into a semi-infinite domain and deter
mining that the TTJX depth gives thermal wave amplitudes that are 
approaching zero. At 500 Hz, the value of TT-JU for silicon is 748 
jam. This is slightly larger than the 675 jam of the actual substrate. 
At 1000 Hz, TT/U for silicon is 529 jum which is less than the actual 
substrate. Although 500 Hz is questionable for being thermally 
thick, it has been included in the data set for comparison purposes. 
Its affect on the curve fitting process is not significant in terms of 
changing the numerical results. Note that the rest of the fit is 
excellent. 

The thermal conductivity and specific heat values obtained by 
utilizing this technique are presented in Fig. 7 and Fig. 8, respec
tively. The experimentally determined values are shown as open 
circles and the solid line of each figure represents a set of recom
mended values for the thermal conductivity (Touloukian, 1970b) 
and specific heat (Incropera, 1990) of Si02 in bulk form. The 
experimental values of thermal conductivity fall below the bulk 
values while the specific heat closely matches those of bulk fused 
silica, as expected. Table 1 also shows the results of the analysis. 
Included in the table are the thermal properties of silicon used to 
calculate the thermal effusivities required in the fitting routine. 

p —*• To Pre-Amp 

Dewar 

Optical Table 

Fig. 5 Side view of the experimental apparatus showing translatable 
sample holder, lens holder, and IR detector 
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Fig. 7 Thermal conductivity of 1.72 micron-thick film and bulk SI02 as a 
function of sample temperature 
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Fig. 8 Si02 specific heat as a function of sample temperature 

Also shown are the nominal film properties that result from each fit 
of the experimental data to the analytical model. Uncertainty in 
these values is fully discussed in the following section. 

Uncertainty Analysis. It is recognized that uncertainty exists 
within several elements of this measurement technique, and that 
the uncertainty associated with a single-system element will prop
agate toward uncertainty in the resulting thin film thermal proper
ties. To place an estimate on how far the thermal conductivity and 
specific heat might differ from the "nominal" values as a result of 
uncertainty, two situations were investigated. First, uncertainty in 
the experimentally derived data was examined. Then, uncertainty 
associated with each variable used in the fitting routine was stud
ied. The film properties found by applying the nominal values of 
silicon in the fitting routine were used as a baseline for compari
son. All uncertainties in the following development should be 
viewed as an estimate of the 95 percent confidence level. That is, 
a 1 in 20 chance exists for a measured value to fall outside the 
given uncertainty range. 

As with data obtained by any measurement system, uncertainty 
is inherent in the recorded phase data. The phase shift at the lock-in 
output is not expected to be in exact agreement with the physical 
phenomena occurring at the surface of the sample. However, this 
difference is kept to a minimum by using the reference standard. 
Therefore, the uncertainty in recording the phase data is expected 
to be largely due to resolution in a reading taken at the display of 
the lock-in. 

During experimentation it was found that random fluctuations at 
the lock-in enabled a reading of phase to within ±0.1 deg. A 
simple test was performed using this knowledge. Data from the 
25CC sample run were used to explore the possible effect that an 
error in phase shift might have on the final film properties calcu
lated. To do this, each of the corrected phase-shift values was 
systematically offset by twice the observed resolution, or +0.2 
deg. A fit was then performed with the analytical model using the 
nominal properties of silicon. From these results, the thermal 

conductivity and specific heat of the film were calculated. The 
properties determined with the offset phase data differed from 
properties determined with the actual data by less than two percent. 
Repeating the test by randomly offsetting the corrected phase 
shifts by ±0.2 deg produced much smaller uncertainties in the final 
results. It is felt that uncertainty in reading the phase at the lock-in 
output is insignificant in the overall measurement scheme. 

Next, uncertainty in the results was estimated due to uncertainty 
in the variables used in the fitting routine. The variables explored 
were film thickness (L), thermal conductivity of silicon (k2), 
specific heat of silicon (Cp2), density of silicon (p2), and the film 
density (p j . As pointed out in a previous section, a literature 
survey on the thermal conductivity of silicon produced a range of 
values with up to ten percent variation. Although it is not as well 
characterized, similar property variation was found in the specific 
heat of silicon. With this in mind, the thermal properties of silicon 
were allowed to vary by ten percent from their nominal values in 
the analysis presented in the following paragraphs. On the other 
hand, density was considered a well-characterized material prop
erty. The density of both the fused silica film and the silicon 
substrate were not expected to deviate from their respective bulk 
values by more than a few percent. Therefore, a conservative 
bound of five percent was placed on the possible variation in 
density for each. Finally, considering inaccuracy associated with 
the measurement of film thickness, this quantity was assigned an 
uncertainty of five percent with respect to its nominal value of 1.72 
/nm. 

A change in each of the five "variables" above was examined at 
temperatures of 25°C, 100°C, 200°C, and 300°C to show their 
affect on the thin film thermal property calculations. Thus, a total 
of five separate fits are required at any temperature, one for each 
property. In any given fit, four of the variables are held to their 
nominal values and the fifth variable is altered by the percentage 
stated above. The properties of the thin film were calculated with 
the fit results and each property is compared to that determined 
when nominal values for all five variables are used. 

A simple RSS (root-sum-square) technique was used on the 
"error" associated with each variable. For instance, by using the 
nominal value of each at 25°C, a film thermal conductivity of 
1.284 W/m K was determined. When the silicon substrate's ther
mal conductivity was varied by ten percent while holding all other 
properties to their nominal values, the fit produced 1.219 W/m K 
for the film conductivity. The new value is 0.065 W/m K less than 
the nominal. This difference was considered the "error." Similarly, 
by varying the substrate density, substrate specific heat, film thick
ness, and film density, the film thermal conductivity produced by 
each fit yielded errors of 0.033 W/m K, 0.065 W/m K, 0.067 W/m 
K, and finally 0.000 W/m K. Note that the thin film density does 
not affect the result for the thermal conductivity—density effec
tively cancels when using the curve fitting results together with 
Eqs. (19) and (20). At 25°C, the RSS technique gives a total 
uncertainty of 

Table 1 Thermal property values 

25°C 
40°C 
50°C 
75°C 

100-c 
150°C 
200°C 
250-C 
300°C 

Silicon substrate 

k2 

W/mK 

150 
139 
133 
120 
109 
93 
81 
72 
65 

CP2 
J/kgK 

712 
726 
735 
755 
773 
800 
821 
838 
853 

a, X 107 

m2/s 

8.244 
7.970 
7.874 
7.663 
7.403 
7.101 
6.854 
6.625 
6.555 

Si02 film results 

e, 
W s"Vm2 K 

1414 
1456 
1479 
1539 
1590 
1690 
1769 
1846 
1916 

* i 

W/mK 

1.284 
1.300 
1.312 
1.347 
1.368 
1.424 
1.465 
1.503 
1.551 

c„, 
J/kg K 

701.5 
734.6 
750.8 
791.9 
832.4 
903.4 
962.5 

1021.6 
1066.0 
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RSS = ^ / O ^ 2 + 0.0332 + 0.0652 + 0.0672 + 0.0002 

= 0.118. (22) 

From the above calculation, the final thermal conductivity (using 
three significant figures) at room temperature becomes 1.28 ± 0.12 
W/m K. In other words, the true value of the thermal conductivity 
is not expected to deviate more than 9.2 percent from the "nomi
nal" value at this temperature for the 95 percent confidence level. 
Through this analysis, it was determined that the cumulative error 
associated with the variables propagated toward an uncertainty no 
larger than ten percent from the nominal film properties (specific 
heat and thermal conductivity) over the entire temperature range 
studied. The uncertainties in thermal conductivity and specific heat 
are presented as error bars in Fig. 7 and Fig. 8, respectively. 

Discussion. In past work on the determination of thin film 
properties, Decker et al. (1984) found the thermal conductivity of 
fused silica films to be lower than bulk values by using a steady-
state method based on thermocouple measurements. They studied 
films from two different deposition processes. Their measurements 
produced a thermal conductivity of 0.17 W/m K for a 1.05-/xm 
thick e-gun evaporated film, which was less than the bulk value by 
a factor of 8. Also studied was a 0.50-yxm thick reactively sput
tered film of Si02 for which a thermal conductivity of 0.28 W/m 
K was measured. They concluded that film thermal conductivity 
depends strongly on deposition technique. 

Lambropoulos et al. (1992) used a modified thermal comparator 
to determine the conductivity of various film materials with thick
nesses between 0.50 jam-4.40 /xm. Their results showed a smaller 
effective conductivity for e-beam evaporated films of Si02 as 
compared to bulk values. Films fabricated from an ion beam 
sputtering process also produced conductivities lower than the 
bulk material. The thermal properties obtained with their method 
differed from the bulk solid by a factor of approximately 3-5, in 
contrast to the factor of 8 found in the reference cited above. 
However, they have stated that uncertainty inherent within their 
method can affect the final film conductivity by a factor of two. 
Unlike the previous method, as well as the method presented here, 
they were able to provide an estimate for interfacial resistance 
along with film conductivity. They did not believe that thin film 
thermal conductivity was sensitive to the method of film prepara
tion. Also noted was a strong dependence between film thickness 
and thermal conductivity for Si02 over the thickness range of 0.5 
/xm to 4 /xm. 

Silicon dioxide films fabricated with three different processes 
have been studied by Goodson et al. (1993), with film thickness 
ranging between 0.03 /xm to 0.70 /xm. Their work indicated that 
the fabrication process does have a strong influence on the con
ductivity of Si02. Of interest from the study are results found for 
a thermally grown film of Si02 with a thickness close to 0.5 jam. 
The film's effective conductivity was determined to be approxi
mately 1.27 W/m K. Although the film thickness is much smaller 
than the 1.72 /xm thick film of the current work, the resulting 
thermal conductivity is extremely close to that presented here. 

Thermally grown and chemical vapor deposited (CVD) silicon 
dioxide layers were also studied by Kading et al. (1994) by using 
a noncontact technique. In their work, film thickness ranged from 
20 nm to 200 nm. No significant dependence on thickness was 
observed, but it was found that the thermal conductivity of the 
CVD films was smaller than that of the thermally grown films. 
Their experiment involved a set of the thermally grown specimens 
with a 2-/xm layer of gold sputtered on the top surface. For 
purposes of comparison, another specimen had a 20-nm layer of 
chromium evaporated on its front surface prior to sputtering the 
2-/xm layer of gold. Two interfaces existed in a specimen, one at 
the silicon dioxide/silicon substrate boundary and the other at the 
silicon dioxide/metal boundary. They did not find a significant 
thermal boundary resistance at the silicon dioxide/silicon interface. 
However, they concluded that the thermal boundary resistance at 

the metal interface was strongly dependent on the metallization 
process and was sometimes comparable to the internal resistance 
of the oxide layer itself. Ju et al. (1998) as well as Okuda and 
Ohkudo (1992) also presented Si02 film property data. In the 
former investigation, a technique was developed using front sur
face heating and optical thermometry to obtain the magnitude of 
the in-phase temperature variations. For a 1.56-/u.m thick Si02 

film, an analytical model matched the experimental results for a 
thermal conductivity of 1.5 W/m-K, which is slightly higher than 
the bulk value for fused silica. Although some variations exist in 
the investigations cited above, the results found in the present 
study are consistent with this past body of work. 

The phase-sensitive technique described in the present work has 
yielded values for the thermal conductivity and specific heat of a 
thin silicon dioxide film (1.72 jam) through a temperature range of 
25°C-300°C. The film was thermally grown and had a thin layer 
of nichrome on its top surface, thus two interfaces. The experi
mentally obtained thermal conductivities of the thin film were 
never more than ten percent lower than the corresponding thermal 
conductivity of fused silica in bulk form over this temperature 
range. The results are in good agreement with previous work 
presented in the literature on thermally grown films of Si02. 
Although the thermal conductivity values produced by this method 
are lower than the bulk values, a larger variation has been reported 
for films fabricated by processes other than that used here. The 
values of specific heat that were found with the new method 
closely agree with the bulk values of fused silica, which was 
expected. No attempt was made at determining the extent of each 
interfacial resistance, although for the film thickness studied in this 
work, both resistances are thought to be much smaller than the 
thermal resistance of the film. 
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Simultaneous Determination of 
Temperatures, Heat Fluxes, 
Deformations, and Tractions on 
Inaccessible Boundaries 
A finite element method formulation for the detection of unknown steady boundary 
conditions in heat conduction and linear elasticity and combined thermoelasticity con
tinuum problems is presented. The present finite element method formulation is capable 
of determining displacements, surface stresses, temperatures, and heat fluxes on the 
boundaries where such quantities are unknown or inaccessible, provided such quantities 
are sufficiently overspecified on other boundaries. Details of the discretization, linear 
system solution techniques, and sample results for two-dimensional problems are pre
sented. 

Introduction 
It is often difficult and even impossible to place temperature 

probes, heat flux probes, or strain gauges on certain parts of a 
surface of a solid body. This can be either due to its small size or 
geometric inaccessibility or because of the hostile environment on 
that surface. With an appropriate inverse method these unknown 
boundary values can be deduced from additional information that 
should be made available at a finite number of points within the 
body or on some other surfaces of the solid body. In the case of 
steady thermoelasticity, the objective of an inverse boundary con
dition determination problem is to deduce displacements, tractions, 
temperatures, and heat fluxes on any surfaces or surface elements 
where such information is unknown. This represents a multidisci-
plinary (combined heat conduction and linear elasticity) inverse 
problem. A separate problem of inverse determination of unknown 
boundary conditions in steady heat conduction has been solved by 
a variety of methods (Larsen, 1985; Martin and Dulikravich, 
1996a; Hensel and Hills, 1989). Similarly, a separate inverse 
boundary condition determination problem in linear elastostatics 
has been solved by different methods (Maniatty and Zabaras, 
1994; Martin et al„ 1995). 

Our objective is to develop and demonstrate a novel approach 
for the simultaneous determination of both thermal and elasticity 
conditions on parts of a solid body surface. It should be pointed out 
that the iterative method for the solution of inverse problems to be 
discussed in this paper is entirely different from the noniterative 
approach based on boundary element method that has been used 
separately in linear heat conduction (Martin and Dulikravich, 
1996a) and linear elasticity (Martin et al., 1995). Moreover, the 
current method has nothing in common with a more familiar 
inverse shape design problem (Kassab et al, 1994; Martin and 
Dulikravich, 1996b). 

For inverse problems, the unknown boundary conditions on 
parts of the boundary can be determined by overspecifying the 
boundary conditions (enforcing both Dirichlet and Neumann-type 
boundary conditions) on at least some of the remaining portions of 
the boundary, and providing either Dirichlet or Neumann type 
boundary conditions on the rest of the boundary. It is possible, 
after a series of algebraic manipulations, to transform the original 
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Computational, Finite Element, Heat Transfer, Inverse, Nonintrusive Diagnostics, 
Stress. Associate Technical Editor: D. Kaminski. 

system of equations into a system which enforces the overspecified 
boundary conditions and includes the unknown boundary condi
tions as a part of the unknown solution vector. This formulation is 
an adaptation of a method by Martin and Dulikravich (1996a) for 
the inverse detection of boundary conditions in steady heat con
duction and by Martin et al. (1995) for finding unknown boundary 
tractions and deformations in elastostatics using the boundary 
element method. 

The main novelty of the current method is that it is capable of 
treating heat conduction and linear elasticity simultaneously (Den
nis and Dulikravich, 1998a, b). Specifically, it represents an ex
tension of the conceptual work presented by the authors (Dennis 
and Dulikravich, 1998a) by adding several regularization formu
lations. It also represents a more complete version of the work 
presented recently (Dennis and Dulikravich, 1998b). 

Analytical and Numerical Formulation 
When analyzing steady-state elasticity problems, either dis

placement vectors or surface traction vectors are specified every
where on the boundary of the object. This way, one of these 
quantities is known, while the other is unknown at every point on 
the boundary. 

When performing an inverse evaluation of the steady-state elas
ticity problem, both displacement vectors and surface traction 
vectors must be specified on a part of the body surface, while both 
are unknown on another part of the surface. Elsewhere on the body 
surface, either displacement vectors or surface traction vectors 
should be provided. The surface section where both displacement 
vectors and surface traction vectors are specified simultaneously is 
called the overspecified boundary. 

Finite Element Method Formulation for Thermoelasticity. 
The Navier equations for linear static deformations u, v, w in 
three-dimensional Cartesian x, y, z coordinates are 

dzu 
(A + G ) ( ^ + • + 

dAw 
dxdy dxdz 

GV2u + X = 0 (1) 

(A + G) 
d2U d2v d2w\ 

Bylz) + dxdy dy 
+ GV2v + y = 0 (2) 

/ d2u 

\dxaz dydz 
+ - T + GV2w + Z = 0 (3) 

oz 

where 
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A = 
Ev 

(1 + v)(l -2v)' 2(1 + v) [vumcum - [c]{e0})dn 
Here X, Y, Z are body forces per unit volume due to stresses from 
thermal expansion. 

X = - ( 3 A + 2G) 

Y= - (3A + 2G) 

Z = - ( 3 A + 2G) 

3aA© 

daA® 

daA© 

(4) 

(5) 

(6) 

[V]{f}dCl = 0 (10) 

where the matrix, [ V], is the weight matrix which is a collection of 
test functions and fl is the domain where the equations are to be 
solved. 

This system of differential Eqs. (l)-(3) can be written in the 
following matrix form: 

[L] r([C][L]{S}-[C]{60})-{/} = 0 

where the differential operator matrix, [L], is defined as 

(7) 

[LI 

— 0 0 
dx 
0 A 

dy 

0 0 — 

d 

dy dx 
d 

— 0 
dz 

d 
dx 
3 

(8) 

0 L 
dz dy _ 

and the elastic modulus matrix, [C], is defined as 

— v 

[C] 

v 
1 - v 

V 

0 

0 

0 

v 
v 

1 - v 

0 

0 

0 

0 
0 
0 

1 - 2v 
2 

0 

0 

0 

1 - 2v 

2 

0 

0 

0 

1 - 2v 

(9) 

Casting the system of Eq. (7) in integral form using the weighted 
residual method yields 

[V] = 
v, 
0 
0 

0 

v2 0 

0 
0 

v, 
(11) 

Equation (10) should now be integrated by parts to get the weak 
form of (7) 

([L][vYY[c][L]{8}d(i - ([L][vmc]{eo}</n 

[V]{f}dtt - [V]{T}dT = 0 (12) 
' n J r 

where {T} is the vector of surface tractions on surface I\ 

m = t«][C][L]{S} (13) 

The matrix [n] contains the Cartesian components of the unit 
vector normal to the surface I\ 

The displacement field in the x, y, and z-directions can now be 
represented with approximation functions 

u(x, y, z) « 2 N-(x' y> z)"i (14) 

v(x, y, z) « 2) Nfa, y, z)w,- (15) 

w(x, y, z) = X Af;(J;' y. z)^;- (16) 

Equations (14)—(16) can be rewritten in matrix form 

f u(x, y, z)) 
v(u, x,y)\~ [N]{8} (17) 

[w(x,y, z)) 

where [N] is the interpolation matrix which contains the trial 
functions for each equation in the system. Also note that with 

Nomenclature 

[C] = elastic modulus matrix 
[D] = damping matrix 

E = elastic modulus of elasticity 
{/} = force vector 

G = shear modulus 
k = Fourier coefficient of heat conduc

tion 
[K] = stiffness matrix 
[AH = interpolation matrix 
[n] = unit vector matrix 
Q = heat flux 

R 

S 
U, V, W 

X, Y, Z 

x, y , z 
a 

{S} 

= uniform random number be
tween 0 and 1 

= heat source 
= deformations in the x, y, 

z-directions 
= body force components in x, 

y, z directions 
= Cartesian body axes 
= coefficient of thermal expan

sion 
= displacement vector 

{eo) = 
6 = 

r = 
A = 
A = 
v — 

[a] = 
a = 
& = 

A© = 

initial strain vector 
strain 
boundary surface 
Lame's constant 
damping parameter 
Poisson's ratio 
stress component vector 
standard deviation 
temperature 
difference between local and ref
erence temperature 
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Galerkin's method the weight matrix and the interpolation matrix 
are equal, [N] = [V]r. If the matrix [B] is defined as 

[B] = [L][N] (18) 

then the substitution of the approximation functions (17) into the 
weak statement (12) creates the weak integral form for a finite 
element expressed as 

[BNC][B]{8}dtl - I [BV[C]{e0}dn -
a J a 

[N]T{f}dH 

[N]T{T}cir = 0. (19) 

This can also be written in the matrix form as 

[K]{8} = {/). (20) 

For thermal stresses, the initial elemental strain vector, e0, be
comes 

{e0} = LaA© aA® aA© 0 0 Oj7. (21) 

The local stiffness matrix, [K], and the force per unit volume 
vector, {/}, are determined for each element in the domain and 
then assembled into the global system 

[K]{8] = {/}. (22) 

After applying boundary conditions, the global displacements are 
found by solving this system of linear algebraic equations. The 
stresses, {cr}, can then be found in terms of the displacements, {8}, 
as 

M = [C][I]{8} - [C]{e0}. (23) 

Finite Element Method Formulation for Thermal Problem. 
The temperature distribution throughout the domain can be found 
by solving Poisson's equation for steady linear heat conduction 
with a distributed steady heat source function, S, and thermal 
conductivity coefficient, k. 

'a2® a2® a2® 
~k{JxT + ~dyT + Jzlr = s (24) 

Applying the method of weighted residuals to (24) with a weight 
function, <$>, over an element results in 

a2® a2© a2© 
dx2 dy2 dz2 (j)dCl = 0. (25) 

Integrating this by parts once (25) creates the weak statement for 
an element 

/as a® as a® dsa®\ k\irir + irir + ir!r)d[1 

\ dx dx dy dy dz dz / 

N,Sd£l - N,(Q • n)dfl. (26) 
ft J r 

Variation of the temperature across an element can be expressed 
by 

®(*. y,z) « 2 N,(x, y, z)®. (27) 

Using Galerkin's method, the weight function 4> and the interpo
lation function for © are chosen to be the same. By defining the 
matrix [E] as 

[£] = 

aN, 
dx 

dN, 

17 
3Nt 

dN2 

dx 
dN2 

1i 
dN2 

3N, 

ax 
dN, 

dy 
dN, 

dz dz dz 

(28) 

the weak statement (26) for a single element can be written in the 
matrix form as 

where 

[Kcn®r = {Qr 

[Kcy= k[E]T[E]dn' 

{QY S{N}dne + Q{N}dT 

(29) 

(30) 

(31) 

The local stiffness matrix, [Kc]', and heat flux vector, {Q}", are 
determined for each element in the domain and then assembled 
into the global system 

[ O ® } = 12}. (32) 

Direct and Inverse Formulations 
The above equations for linear elastostatics and steady heat 

conduction were discretized separately by using a Galerkin's finite 
element method. This results in two linear systems of algebraic 
equations, 

[*]{S} = If}, [Kc]{®} = {Q}. (33) 

These systems are large, sparse, symmetric, and positive definite. 
Once these global systems have been formed, the boundary con
ditions can be applied. For a well-posed (analysis or direct) prob
lem, the boundary conditions must be known on all boundaries of 
the domain. For heat conduction, either the temperature, ®, or the 
heat flux, Q, must be specified at each point of the boundary. For 
elasticity, the displacement vector components, w„ u„ w,„ or the 
surface traction vector components, Tx„ Tys, TZ1, must be specified 
on the entire boundary. 

Consider the linear system (29) for steady heat conduction on a 
quadrilateral finite element with boundary conditions given at 
points 1 and 4. 

K2i 

KM 

K4l 

Kn 

K22 

K32 

K42 

K\3 

K23 

K33 

K43 

Ku 

Ku 

K34 
K44_ 

0 , 

•f,2 
0 3 

l©j 
• = ' 

Qi 
Qi 
23 

[24 

(34) 

As an example of an inverse problem, one could specify both the 
temperature and the heat flux at point 1, flux only at points 2 and 
3, and assume the boundary conditions at point 4 as being un
known. The original system of Eq. (34) can be modified by 
grouping all available boundary conditions in a vector on the 
right-hand side 

(35) 

Kl2 A"i3 

^ 2 2 ^ 2 3 

^ 3 2 ^ 3 3 

KA2 K43 

Kl4 

K24 

KM 

K44 

0 
0 
0 

- 1 

©2 

. 0 3 
©4 

. 2 4 . 

. 1 

G, 
22 

23 
0 -

-®tKu 

- ©1*2, 

" 0 , ^3 . 
" 0 1 ^ 4 1 
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The same procedure can be applied to the system matrices for 
both steady heat conduction and elasticity in two or three 
dimensions. The resulting systems of equations will remain 
sparse, but will become unsymmetric and possibly rectangular 
depending on the ratio of the number of known to unknown 
boundary conditions. The next section will discuss techniques 
for solving such systems. 

Regularization 
Three regularization methods were applied separately to the 

solution of the systems of equations in attempts to increase the 
method's tolerance for measurement errors in the overspecified 
boundary conditions. Here, we consider the regularization of the 
inverse heat conduction problem. 

The general form of a regularized system is given as (Neumaier, 
1998) 

AD {0} (36) 

The traditional Tikhonov regularization (Tikhonov and Arsenin, 
1977) is obtained when the damping matrix, [D], is set equal to the 
identity matrix. Solving (36) in a least-squares sense minimizes the 
following error function: 

error (0) = \\[KC]{&} - {Q}\\2
2 + ||A[D]{8}||1 (37) 

This is the minimization of the residual plus a penalty term. The 
form of the damping matrix determines what penalty is used and 
the damping parameter, A, weights the penalty for each equation. 
These weights should be determined according to the error asso
ciated with the respective equation. 

Method 1. This method of regularization uses a constant 
damping parameter A over the entire domain and the identity 
matrix as the damping matrix. This method can be considered 
the traditional Tikhonov method. The penalty term being min
imized in this case is the square of the L2 norm of the solution 
vector [x]. Minimizing this norm will tend to drive the com
ponents of {x) to uniform values thus producing a smoothing 
effect. However, minimizing this penalty term will ultimately 
drive each component to zero, completely destroying the real 
solution. Thus, great care must be exercised in choosing the 
damping parameter A so that a good balance of smoothness and 
accuracy is achieved. 

Method 2. This method of regularization uses a constant 
damping parameter A only for equations corresponding to the 
unknown boundary values. For all other equations A = 0 and [D] 
= [7] since the largest errors occur at the boundaries where the 
temperatures and fluxes are unknown. 

Method 3. This method uses Laplacian smoothing of the 
temperatures only on the boundaries where the boundary condi
tions are unknown. A penalty term could be constructed such that 
curvature of the solution on the boundary where conditions are 
unknown is minimized along with the residual. 

||V20 Kill 2 ' (38) 

Equation (38) can be discretized using the method of weighted 
residuals to determine the damping matrix, [D]. 

\\[D}®„ (V2&ubydT = \\[Kc]®,lb (39) 

In two-dimensional planar problems, [Kc] and [D] can be 
thought of as an assembly of the linear or quadratic rod ele
ments that discretize the boundary of the object where the 
boundary conditions are unknown. The main advantage of this 
method is its ability to smooth the solution vector without 
necessarily driving the components to zero and away from the 
true solution. 

Solution of the Linear System 
In general, the resulting finite element method systems for the 

inverse thermoelastic problems are sparse, unsymmetric, and often 
rectangular. These properties make the process of finding a solu
tion to the system very challenging. Three approaches will be 
discussed here. 

The first is to normalize the equations by multiplying both sides 
by the matrix transpose and solve the resulting square system with 
common sparse solvers. 

[KV[K]{8} = [KY\f} (40) 

This approach has been found to be effective for certain inverse 
problems (Boschi and Fischer, 1996). The resulting normalized 
system is less sparse than the original system, but it is square, 
symmetric, and positive definite with application of regulariza-
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Fig. 1 Triangular mesh for an annular disk test case geometry 
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Fig. 3 Computed isotherms with Inner and outer boundary tempera
tures specified 

Fig. 4 Computed isotherms with outer boundary temperatures and 
fluxes specified. Nothing was specified on the inner boundary. 

tion. The normalized system is solved with a direct method 
(Cholesky or LU factorization) or with an iterative method 
(preconditioned Krylov subspace). There are several disadvan
tages to this approach, among them being the computational 
expense of computing [A"]![AT], the large in-core memory re
quirements, and the roundoff error incurred during the [X] r[#] 
multiplication. 

A second approach is to use iterative methods suitable for 
unsymmetrical and least-squares problems. One such method is the 
least squares QR method, which is an extension of the well-known 
conjugate gradient method (Paige and Saunders, 1982). The least-
squares QR method and other similar methods, such as the con
jugate gradient for least squares, solve the normalized system, but 
without explicit computation of [K] T[K]. However, convergence 
rates of these methods depend strongly on the condition number of 
the normalized system which is roughly the condition number of 
[K] squared. Convergence can be slow when solving the systems 
resulting from the inverse finite element discretization since they 
are ill-conditioned. 

Level xx 
21 
20 
19 
1B 
17 
16 
15 
14 
13 
12 
11 
10 
9 
B 
7 
6 
5 
4 
3 
2 
1 

187264 
175104 
162945 
150785 
138625 
126465 
114306 
102146 
89986.1 
77826.4 
65666.6 
53506.8 
41347.1 
29187.3 
17027.5 
4B67.7B 
•7291.99 
•19451.7 
•31611.5 
•43771.3 
•55931 

A third approach is to use a noniterative method for unsymmetrical 
and least-squares problems such as QR factorization (Golub and Van 
Loan, 1996) or singular value decomposition (Golub and Van Loan, 
1996). However, sparse implementations of QR or singular value 
decomposition solvers are needed to reduce the in-core memory 
requirements for the inverse finite element problems. 

Numerical Results 

The accuracy and efficiency of the finite element inverse for
mulation was tested on several simple two-dimensional problems 
with known analytic solutions. The method was implemented in an 
object-oriented finite element code written in C+ + . Elements 
used in the calculations were triangles with linear and quadratic 
interpolation functions. The triangular meshes were generated by 
an automatic Delauney triangulation technique (Shewchuk, 1996). 

Level xx 
21 
20 
19 
18 
17 
16 
15 
14 
13 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

187263 
175103 
162944 
150784 
138624 
126464 
114305 
102145 
89985.2 
77825.4 
65665.7 
53505.9 
41346.2 
29186.5 
17026.7 
4866.96 

-7292.78 
-19452.5 
-31612.3 
•43772 
-55931.8 

Fig. 5 Computed normal stress distribution with inner and outer bound
ary tractions specified 

Fig. 6 Computed normal stress distribution with outer boundary trac
tions and displacements specified. Nothing was specified on the inner 
boundary. 
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Level ps 
19 
18 
17 
16 
15 
14 
13 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

199429 
193897 
168365 
182833 
177301 
171769 
166237 
160705 
1S5173 
149641 
144109 
138576 
133044 
127512 
121980 
116448 
110916 
105384 
99B52.1 

l _ l _ l _ 

Level ps 
19 
18 
17 
16 
15 
14 
13 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

199428 
193896 
188364 
182832 
177300 
171768 
166236 
160704 
155172 
149640 
144108 
138576 
133044 
127512 
121980 
116448 
110916 
105384 
99852.1 

Fig. 7 Computed principal stress distribution with inner and outer 
boundary tractions specified 

Fig. 8 Computed principal stress distribution with outer boundary trac
tions and displacements specified. Nothing was specified on the inner 
boundary. 

Three different solution techniques were tested: a sparse QR 
factorization (Matstoms, 1991), a conjugate gradient for least 
squares method and least-squares QR code, and a CG solver 
applied to solving the normalized equations. The two basic test 
geometries included a rectangular plate and an annular disk (Fig. 
1). 

For heat conduction, one analytical test problem consisted of 
a rectangular homogeneous plate with uniform temperatures 
specified at the opposite boundaries and adiabatic conditions 
specified at the remaining two opposite boundaries. The finite 
element method solution of this direct problem was less than 
one percent in error compared to the analytical solution. An
other simple test case was steady heat conduction in an annular 
homogeneous disk. In a direct (well-posed) problem a uniform 
temperature of 50.0 K was enforced on the inner circular 
boundary while a temperature of 10.0 K was enforced on the 
outer circular boundary. The temperature field computed with 
the finite element method had a maximum error of 1.0 percent 
compared to the analytical solution. 

For elasticity, one analytical test problem consisted of a rectan
gular homogeneous plate under uniform tension at one end while 
having a fixed opposite boundary and zero tractions on the side 
walls. The finite element method solution of this direct problem 
was less than 1.0 percent in error. Another elasticity test case was 
also utilized where an annular pressure vessel was used to test the 
finite element method code (Martin et al., 1995). The finite element 
method solution of a direct problem was obtained when specifying 
tractions on both the inner and outer circular boundaries. The 
computed stress distributions were less than 2.0 percent in error 
compared to the analytical solution (Dennis and Dulikravich, 
1998a). 

Next, the combined thermoelastic analysis and inverse problems 
were attempted on an annular disk shown in Fig. 1. The outer 
circular boundary was constructed with 60 points while 30 points 
were used for the inner circular boundary. The triangular mesh 
contained 574 nodes and 242 quadratic elements. For the analysis 
problem, a temperature of 50.0 K was specified on the outer 

Level 9 
25 
24 
23 
22 
21 
20 
i s 
16 
17 
18 
15 
14 
13 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

1000 
980.417 
920 833 
881.25 
841,867 
802.083 
762.5 
722.817 
683.333 
643.75 
604.187 
564.583 
525 
485.417 
445.833 
406.25 
366.667 
327.083 
287.5 
247.917 
208.333 
188.75 
129.167 
89.5833 
50 

Level e 
25 
24 
23 
22 
21 
20 
19 
18 
17 
16 
15 
14 
13 
12 
11 
10 
9 
8 
7 
8 
5 
4 
3 
2 
1 

1 

1000 
980.417 
920.833 
881.25 
841.667 
802.083 
762.5 
722.917 
683.333 
843.76 
604.167 
564.583 
525 
485.417 
445.833 
406.25 
386.687 
327.083 
2B7.5 
247.817 
208.333 
168.75 
129.167 
89.5833 
50 

Fig. 9 Computed isotherms with inner and outer boundary tempera
tures specified 

Fig. 10 Computed isotherms with outer boundary temperatures and 
fluxes specified. Nothing was specified on the inner boundary. 
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Level u 
25 0.0234947 

0.0289675 
0.0244402 
0.0219129 
0.0193857 
0.0168584 
0.0143311 
0.011803B 
0.0092765S 
0.00674931 
0.00422204 
0.00169477 

-0.0008325 
•0.00335977 
•0.00586704 
-0.00841431 
-0.0109416 
-0.0134888 
-0.0159981 
-0.0165234 
•0.0210507 
-0.0235779 
-0.0281052 
-0.0286325 
-0.0311597 

Fig. 11 Computed displacements in x-direction with inner and outer 
boundary tractions specified 

Fig. 12 Computed displacements in x-direction with outer boundary 
tractions and displacements specifies. Nothing was specified on the 
inner boundary. 

circular boundary and 10.0 K was specified on the inner circular 
boundary. Simultaneously, a tensile surface stress of 101.0 kPa 
was specified on the outer circular boundary and a tensile stress of 
202.0 kPa was specified on the inner circular boundary. The 
following material properties were used: E = 2.0 X 103 Pa, v = 
2 X 10"1, a = 2.0 X 10~3 K"1, and k = 1.0 WnT1 K '. The 
computed temperature and stress distributions are shown in Figs. 
3, 5, and 7. 

The inverse problem was then created by overspecifying the 
outer circular boundary with the double-precision values of tem
peratures, fluxes, displacements, and tractions obtained from the 
numerical solution of the analysis problem. At the same time, no 
boundary conditions were specified on the inner circular boundary 
(Martin and Dulikravich, 1996a). A damping parameter of A = 0 
was used. The computed temperature and stress distributions are 
shown in Figs. 4, 6, and 8. The maximum relative differences in 
temperatures, displacements, and stresses between the analysis and 
inverse results were less than 0.1 percent when solved with a QR 
factorization. 

As a second thermoelastic test case, an analysis and an inverse 
problem were solved on the domain shown in Fig. 2. The domain 

was composed of 16 internal holes, each defined with 15 nodes. 
The outer circular boundary was constructed with 250 nodes. The 
triangular mesh contained 2310 nodes and 4170 linear elements. 

For the analysis problem, a temperature of 1000.0 K was spec
ified on the outer circular boundary and 50.0 K was specified on 
the 16 inner circular boundaries. A pressure of 101.0 kPa was 
applied to the outer boundary while a pressure of 202.0 kPa was 
applied to each of the 16 inner boundaries. The following material 
properties were used: E = 2 X 106 Pa, v = 10"1, a = 10"6 KT1, 
k = 1.0 WnT' K-1. The computed temperature and stress distri
butions from this well-posed (direct or analysis) problem are 
shown in Figs. 9, 11, and 13. 

For the inverse problem, the boundary temperatures, fluxes, 
displacements, and tractions obtained from the forward analysis 
were specified on the outer circular boundary. No boundary 
conditions were specified on any of the 16 inner circular bound
aries. Regularization method 3 was used. A damping parameter 
was A = 1 X 10~8 when determining the temperature field and 
A = 1 X 10"4 was used when computing the displacement field. 

Level ps 
15 
14 
13 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

155510 
151633 
147766 
143880 
140003 
136126 
132249 
128373 
124496 
120619 
116743 
112866 
108989 
105113 
101236 

Leve 
15 
14 
13 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

PS 
155510 
151633 
147756 
143880 
140003 
136126 
132249 
128373 
124496 
120619 
116743 
112866 
108989 
105113 
101236 

Fig. 13 Computed principal stress distribution with inner and outer 
boundary tractions specified 

Fig. 14 Computed principal stress distribution with outer boundary 
tractions and displacements specified. Nothing was specified on the 
inner boundary. 
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Fig. 15 Average error of predicted temperatures on unknown bound
aries for reguiarization method 1 on annular region 

1 .E-03 
1.E-15 1.E-12 1.E-09 1.E-06 

Damping Parameter 
1.E-03 1.E+00 

Fig. 16 Average error of predicted temperatures on unknown bound
aries for reguiarization method 2 on annular region 

The computed temperature and stress distributions from this 
ill-posed (inverse) problem are shown in Figs. 10, 12, and 14. 
The average relative differences between the numerical solu
tions of the forward and inverse temperatures, fluxes, displace
ments, and stresses were less than 0.1 percent when solved 
using a QR factorization. 

Sensitivity to Input Error 
The inverse heat conduction problem on the annular disk and 

multiply connected domain problems were tested with simulation 
of random measurement errors in the overspecified temperatures 
and fluxes. Random errors in the known boundary temperatures 
and fluxes were generated using the following equations (Martin 
and Dulikravich, 1996a): 

© = ®bc ± / - 2 o - 2 In R 

Q = Qhc± J~2a2lnR 

(41) 

(42) 

For each case, Eqs. (41)-(42) were used to generate errors in both 
the known boundary temperatures and fluxes obtained from the 
numerical solution of the forward problem. 

For the annular disk case, Figs. 15, 16, and 17 show the effect 
of the standard deviation, a, and damping parameter, A, on the 
average error of the temperatures recovered on the unknown 
boundaries compared to the temperatures given by the forward 

solution. Reguiarization method 3 gave the best results for all 
values of a. It produced errors in the unknown boundary condi
tions of the same magnitude as the input errors in the known 
boundary conditions. 

For the multiply connected domain case, Figs. 18, 19, and 20 
show the effect of the standard deviation, a; and damping param
eter, A, on the average error of the temperatures recovered on the 
unspecified boundaries compared to the values given by the for
ward solution. None of the reguiarization methods worked well 
with this case when simulated measurement errors were applied. 
The input errors in the overspecified boundary conditions were 
amplified by several orders of magnitude in the temperatures 
predicted on the unspecified boundary. These results indicate that 
this finite element method inverse method requires better reguiar
ization if measurement errors are to be used with complicated 
multidomain geometries. 

Discussion of Results 

All three sparse matrix solvers performed well for test cases 
with relatively small number of variables. The QR factorization 
was found to provide the highest accuracy in the shortest 
computing time. For each of the test problems presented here 
the total solution time was less than five seconds on a Pentium 
200 MHz PC. However, the QR factorization failed for larger 
problems where the number of grid points was greater than 
about 2000. This is most likely due to the instability of the QR 

1-15 1.E-12 1.E-09 1.E-06 
Damping Parameter 

1.E-03 1.E+00 

Fig. 17 Average error of predicted temperatures on unknown bound- Fig. 18 Average error of predicted temperatures on unknown bound
aries for reguiarization method 3 on annular region aries for reguiarization method 1 on multiply connected domain 
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1.E-09 1E-07 1.E-0S 

Damping Pinmwtcr 

Fig. 19 Average error of predicted temperatures on unknown bound
aries for regularization method 2 on multiply connected domain 

Fig. 20 Average error of predicted temperatures on unknown bound
aries for regularization method 3 on multiply connected domain 

algorithm when dealing with systems with high condition num
bers (Golub and Van Loan, 1996). Applying small amounts of 
regularization (A > lCT16) to the sparse matrix eliminated the 
instability. The CG method applied to the normalized equations 
worked well for problems with less than 100 nodes. For more 
than 100 nodes, this method required many iterations to con
verge to a solution less accurate than the QR solution. When 
regularization was applied to the sparse matrix, the CG conver
gence improved dramatically but the QR factorization was still 
much faster by comparison. The conjugate gradient least-square 
and least-squares QR methods were found to be slow for 
problems with more than 500 nodes, but were able to provide 
better solutions than those obtained with the CG applied to the 
normal equations. 

Conclusion 

A unified formulation for inverse determination of unknown 
steady boundary conditions in thermoelasticity has been devel
oped and tested numerically using finite element method on 
several two-dimensional multiply connected configurations. 
The main conclusion is that the type and the amount of regu
larization used can significantly affect the accuracy of the 
results. This is true for the cases with no errors in the over-
specified boundary conditions and for the cases with a random 
input error taken into account. 
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Numerical Prediction of 
Transitional Features of 
Turbulent Forced Gas Flows 
in Circular Tubes With 
Strong Heating 
In order to treat strongly heated, forced gas jows at low Reynolds numbers in vertical 
circular tubes, the k-E turbulence model of Abe, Kondoh, and Nagano (1994), developed 
for forced turbulent flow between parallel plates with the constant property idealization, 
has been successfully applied. For thermal energy transport, the turbulent Prandtl 
number model of Kays and Crawford (1993) was adopted. The capability to handle these 
jows was assessed via calculations at the conditions of experiments by Shehata (1984), 
ranging from essentially turbulent to laminarizing due to the heating. Predictions forecast 
the development of turbulent transport quantities, Reynolds stress, and turbulent heatjux, 
as well as turbulent viscosity and turbulent kinetic energy. Overall agreement between the 
calculations and the measured velocity and temperature distributions is good, establishing 
conjidence in the values of the forecast turbulence quantities-and the model which 
produced them. Most importantly, the model yields predictions which compare well with 
the measured wall heat transfer parameters and the pressure drop. 

Introduction ancy forces. Growth of the internal thermal boundary layer leads to 
readjustment of any previously fully developed turbulent momen- Gas cooling offers the advantages of inherent safety, environ- tum profile, No truly fully established conditions are reached 

mental acceptability, chemical inertness, high thermal efficiency, because the temperature rises-leading, in turn, to continuous 
and a high-tem~erature working fluid for energy gener- axial and radial variation of properties such as the gas viscosity. 
ation and process heating. Consequently, helium and other gas In an application such as the HTTR (or reduction of flow 
systems are considered as coolants for advanced power reactors, scenarios in other plants) another complication arises, To obtain 
both fission and fusion. To advance for gas-coo1ed high outlet temperatures, design gas flow rates are kept relatively 
reactors, the ~ i ~ h  Temperature ~ngineering Test Reactor (HTTR) low. For example, at the exit of the H m R  cooling channels, the 
is under construction at the Oarai Research Establishment of the Reynolds number is about 3500. In this range the heat transfer 
~ a ~ a n  ~ t o m i c  ~ n e r g ~  ~ e s e a r c h  Institute (Taka% Hino, and M ~ Y -  parameters may appear to correspond to turbulent flow or to 
amoto, 1990). concepts for fusion power plants with helium laminar flow or to an intermediate behavior, depending on the 
coolants include ARIES-I and ARIES-IV (NaJmabadi et al., 1991, heating rate (Bankston, 1970), with consequent differences in their 
19g2)7 (WOng et al., 19g5) and Prometheus (Waganer, magnitudes. The situation where laminar values are measured at 
1993) in the United States and SSTR-2 (Yamazaki; 1992) and Reynolds numbers typifying turbulent flow is called "laminariza- 
DREAM-2 (Nishio, 1993, 1995) in Japan. tion" by some authors (Perkins, 1975). Several authors have de- 

These applications have in common turbulent flow with signif- veloped approximate criteria for the transitions between these 
icant gas temperature variation along and/or across the cooling regimes as shown in Fig. 1 (McEligot, 1963; Coon, 1968; Coon 
channels. The temperature range causes variation of the gas prop- and Perkins, 1970; McEligot, Coon, and Perkins, 1970; Akino, 
erties, invalidating the use of design relations such as the popular 1978; Ogawa et al., 1982). If the designer is to have confidence in 
Dittus-Boelter correlation (Dittus and Boelter, 1930). An alternate a CTFD code, its turbulence model must demonstrate the "right" 
approach is to apply computational thermal fluid dynamics predictions in these conditions. The ultimate goal of the present 
(CTFD) using a turbulence model that provides reasonable predic- study is to reach that state. 
tions in such flow fields (Iacovides and Launder, 1995). Unfortu- Most popular turbulence models have been developed for con- 
nately, many proposed models provide poor predictions for con- ditions approximating the constant properties idealization. Before 
vective heat transfer for forced flow in simple circular tubes even they can be applied with confidence to gas-cooled components 
when the properties can be idealized as constant (Mikielewicz, with high heat fluxes, they must be verified by comparison to 
1994); property variation andlor possible buoyancy forces increase careful measurements of the heat transfer, pressure drop, and mean 
the difficulty. flow and thermal fields with significant gas property variation. 

General effects of strong heating of a gas are variation of the 
transport properties, reduction of density causing acceleration of Previous Work- BY comparison to the thermal entry measure- 
the flow in the central core, and, in some cases, significant buoy- ments of Perkins and Worsoe-Schmidt (196% of McEligot, Ma- 

gee and Leppert (1965) and of Petukhov, Kirillov, and Maidanik 
(1966), Bankston and McEligot (1970) were able to examine the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT application of 11 simple turbulence models for high-Reynolds- 
TRANSFER and presented at the ASME Fluids Engineering Conference, Vancouver,' number turbulent gas flows with properties varying strongly in 
June 1997. Manuscript received by the Heat Transfer Division, Oct. 23, 1996; 
revision received. Nov. 1. 1998. Kevwords: Flow Transition. Forced Convection. and Best agreement was found with a 
Turbulence. Associate Technical Editor: S. Ramadhyani. van Driest mixing length model (van Driest, 1956) with the expo- 
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Fig. 1 Proposed criteria for laminarization of heated gas flow in circular 
tubes with approximately constant heat flux (Fujll, 1991); symbols = 
experimental conditions of Shehata (1984) 

nential term evaluated with wall properties. To accommodate 
low-Reynolds-number turbulent and laminarizing flows, McEligot 
and Bankston (1969) modified this model further. This modifica
tion was developed by comparison to integral quantities, such as 
the local Stanton number, since internal profile measurements were 
not then available for guidance. 

The first investigator to succeed in applying an "advanced" 
turbulence model to laminarization by heating apparently was 
Kawamura (1979). He tested predictions for low-Reynolds-
number turbulence models, k-kL, k-e, k-W and modified k-kL, 
by comparison to the heat transfer coefficients measured by Per
kins and Worsoe-Schmidt (1965), Coon (1968), Coon and Perkins 
(1970), and Bankston (1970). Kawamura concluded that the mod
ified k-kL model gave good agreement with the experiments. 
Ogawa and Kawamura (1986, 1987) also observed that the k-kL 
model predicted their local friction factor data well during lami
narization. Extending the work of Kawamura, Fujii et al. (1991) 
employed three types of turbulence models, k-e, k-e-uv and 
k-kL-WO, for comparisons to their measurements of strongly 
heated turbulent gas flow in an annulus; they preferred the predic
tions seen with the latter model. Recently, this code has been 
extended to flow in a circular tube (Nishimura et al, 1997). 

Torii et al. (1990) and Torii and Yang (1997) modified a k-e 
model originally developed by Nagano, Hishida, and Asano (1984) 
(Nagano and Hishida, 1987) and found that it compared favorably 
with that of the k-kL model for predicting the streamwise variation 
of the heat transfer coefficient in laminarizing flows in circular 
tubes. Torii et al. (1991) then compared predictions from this 
model to their wall measurements for an annulus with the inner 
wall and with both walls heated; agreement was good at low and 
high heating rates but not at intermediate values (their q + «= 
0.0031). Torii et al. (1993) also attempted to apply the Reynolds-

stress model of Launder and Shima (1989) to Bankston's St (Re) 
data for a circular tube. They concluded that the adopted model can 
generally reproduce the streamwise variation of laminarizing 
flows, but again predictive accuracy is comparatively poor in the 
subtle range of turbulent-to-laminar transition. 

Objectives and Approach. All of the aforementioned turbu
lence models for high heating rates were developed without the 
benefit of internal velocity and temperature distributions in dom
inant forced flow for guidance or testing. Thus, it is not certain 
whether their agreements with wall data were fortuitous or not 
when such agreement occurred. For dominant forced convection 
with significant gas property variation, in low Mach number flow 
of common gases through a circular tube, apparently the only 
published profile data available to guide (or test) the development 
of predictive turbulence models have been K. R. Perkins's mea
surements of mean temperature distributions (Perkins, 1975). She
hata obtained the first mean velocity distributions for this situation. 
His careful measurements are now available (Shehata and McEli
got, 1995, 1998) to examine this problem and these serve as the 
bases for evaluation of the predictive technique employed in the 
present work. Shehata's experiment concentrated on three charac
teristic cases with gas property variation: turbulent, laminarizing 
and intermediate or "subturbulent" (as denoted by Perkins). 

Recently Abe, Kondoh, and Nagano (1992, 1994) improved the 
turbulence model of Nagano and Tagawa (1990) which, in turn, 
was an improvement over the model of Nagano and Hishida 
employed by Torii et al. The new version (AKN) can be consid
ered "more universal" as it has been developed to treat separated 
flows as well as flows with pressure gradients; for this reason the 
principal change is use of the Kolomogorov velocity scale instead 
of the friction velocity to account for near-wall and low-Reynolds-
number effects. Model constants in the transport equations for 
turbulent kinetic energy and its dissipation rate were also reeval
uated for improvement of overall accuracy. 

The objectives of the present study are (1) to extend the AKN 
model to treat strongly heated gas flows in circular tubes and (2) to 
examine the validity of that extension by comparison to careful 
measurements for the same conditions. The major new contribu
tion is the use of internal velocity profiles, in addition to internal 
temperature profiles and integral parameters, in the validation for 
these air flows with strongly varying fluid properties. 

In the following, we first describe the numerical technique and 
the model used for the predictions. Since the AKN model was 
developed for flows in wide rectangular ducts (two-dimensional), 
the predictions are first verified by comparison to accepted corre
lations and thermal entry measurements for low-Reynolds-number 
flows in circular tubes under the constant properties idealization. 

Nomenclature 

cp = specific heat at constant 
pressure 

Cf = friction factor, rJ{pbW
2J 

2) 
Cti, CM = constants in turbulence 

model 
D = diameter; Dh, hydraulic 

diameter 
fit fiL ~ functions in turbulence 

model 
G = mass flux, {pW)b, 

Gr* = modified Grashof num
ber, gD'/v2 

Gr, = local Grashof number 
based on heat flux, 
gD*q"JvlkbTb 

gc = units conversion factor, 
e.g., 1 kg m/(N s2) 

gi = acceleration of gravity in 
(-direction 

k = turbulent kinetic energy, 
— UjUj/2 

L = characteristic turbulence 
length scale 

Nu = Nusselt number, aD/\ 
P = mean static pressure 

P* = nondimensional pressure 
drop, pln{Pm - P)/G2 

Pe, = turbulent Peclet number, 
(v,lv) Pr 

Pr, Pr, = molecular and turbulent 
Prandtl numbers, JU.C,,/A 
and ju,,cp/A, 

q + = nondimensional wall heat 
flux, qlHGCpTJ _ 

q", = turbulent heat flux, pcput 

q"w = wall heat flux 
r — coordinate in radial di

rection 
rw = tube radius 

Re = Reynolds number, WDIv 
= GD/p, 

R, =. turbulent Reynolds num
ber, k2/ve 

St = Stanton number, Nu/(Re 
Pr) 

T, t = mean temperature and 
temperature fluctuation 

{/,, M, = mean velocity and veloc
ity fluctuation in 
/-direction 
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After a brief description of Shehata's experiment, the predicted 
effects and trends induced by heating at the experimental condi
tions are examined in terms of key turbulence quantities. Then the 
predicted mean velocity and temperature distributions are com
pared to the measurements for verification. For the thermal design 
engineer, the main questions usually involve wall heat transfer 
rates and pressure drop so the predictions of these quantities are 
assessed with the data and we then close with a few concluding 
remarks. 

Predict ive Technique 

Governing Equations and Numerical Procedure. In analy
sis of the strongly heated gas flow with significant variation of 
thermal properties, it is necessary to consider their temperature 
dependencies in the momentum and energy equations. However, 
we assume that the fluctuations of the thermal properties are 
sufficiently small compared with their mean values that we can 
neglect the terms including the fluctuations of the thermal proper
ties. We deal with the steady state and axisymmetric thermofluid 
field flowing upward in a circular tube. The working gas is taken 
as air in the comparisons and viscous dissipation is neglected 
because the Mach number is small. The low-Re k-e turbulence 
model proposed by Abe, Kondoh, and Nagano (1994) is employed 
for predicting the turbulent flow field. This model was developed 
for predicting separating and reattaching flows and its capabilities 
for channel flows at various Reynolds numbers were confirmed by 
the original authors. 

The governing equations are as follows: 
Continuity: 

dx, (pud = o. (1) 

Momentum: 

dP 

dx, 
('W = - a ^ + 

dx. 

dU, aUj 

' dx, dx. 

Energy: 

d 8 
(Pc„UjT) = dx dx, 

dT 

dXj 

pUiUj 

PCpUj 

-pgi. (2) 

Turbulent kinetic energy: 

d d 

dx, ax, {pu'k) 

Dissipation rate of turbulent kinetic energy: 

/AA dk] dU, 
,l + vk)KJ\-

pu>ui-fy-pe- (4) 

3x-jipU'e) = Kj 

/xA d e l e dU, 
tL + ^Jax-j\-pC'lku'uJ-ax-J 

-pC^i* (5) 

where turbulence quantities are defined as 

-pu,Uj = p,. 
dU, dUj 

dx. 

Mi = pCJ, 

-pcpUjt = A, 

dx,, 

kl 
e 

dT 

dx, 

o Pk5u 

A , = 
CpM, 

Pr, 

(6) 

(7) 

(8) 

(9) 

We consider the buoyancy effect only in the momentum equa
tion and not in the turbulence model. Model constants and func
tions in Eqs. (4), (5), and (7) are taken to be the same as in the 
AKN model: C„. = 0.09, Cel = 1.5, Ctl = 1.9, at = 1.9, cre 

= 1.4, 

/„, = {1 - e x p ( - v * / 1 4 ) } [ l + (5/fl,3/4 exp{-(f l , /200) 2})] and 

h = [1 - 0.3 exp{-CR,/6.5)2}][l - e x p ( - y * / 3 . 1 ) ] 2 . 

The turbulent Prandtl number, Pr,, in Eq. (9) is treated as a 
function of the distance from the wall, as suggested by Kays and 
Crawford (1993), 

P r , = 
1 

2 P r „ 

c Pe, 

, / p r 

(c Pe,)2 1 - exp 
1 

c Pe, JPr,0 

(10) 

where Pe, = (ju,,/ja)Pr, Pr,c„ is the value of Pr, far from the wall 
(3) (=0.8) and c is an empirical constant (=0.3). 

Equations ( l ) -(5) are discretized with a finite control volume 
method, employing the QUICK scheme (Leonard, 1979) for the 

N o m e n c l a t u r e ( c o n t . ) 

U, u — mean velocity and veloc
ity fluctuation in radial 
direction 

ue = Kolomogorov velocity 
scale, (ve)w 

u, = friction velocity, V | r „ | / p 
W, w — mean velocity and veloc

ity fluctuation in axial 
direction 

x, = coordinate in i-direction 
y = distance from wall sur

face 
y+ = nondimensional distance 

from wall surface, uTylv 
y* = nondimensional distance 

from wall surface, uey/v 
z = coordinate in axial direc

tion 

(' ) = ensemble-average value 
{ } = function of 

Greek symbols 

a = heat transfer coefficient, 

q"J{Tw ~ Tb) 
8,j = Kronecker delta 

e = dissipation rate of turbu-
lent kinetic energy, 
v(du,l d Xj)(duJ d Xj) 

A, A, = molecular and turbulent 
thermal conductivities 

/A, /x, = molecular and turbulent 
viscosities 

v, v, = kinetic viscosity and 
eddy diffusivities 

p = density 
<jk, cre = model constants for tur

bulent diffusion of k and 

T,„ = wall shear stress 

Subscripts 

b = evaluated at bulk temper
ature 

in = evaluated at start of heat
ing 

w = evaluated at wall surface 
z = evaluated at local axial 

position 
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convective term in Eqs. (2)-(5). Other terms were discretized by 
second-order central differences. In conjunction with the momen
tum equations, the continuity equation was converted to a pressure 
correction equation, which was solved via the SIMPLE algorithm 
(Patankar, 1980). The set of the algebraic equations is solved with 
Gauss elimination. The convergence criteria of the residuals of all 
equations were assumed to be less than 1(T6 of their total inflow 
rates. The thermal properties are estimated at every iteration by 
numerical functions described in the following section. The com
putations are performed on the FUJITSU VPP500 machine. 

For the results presented, the numerical grid employed eighty 
nodes with variable spacing between the centerline and the wall, 
concentrated near the wall. The first node from the wall was 
located at v+ «* 0.5 or less. A length of 150 diameters was 
employed with 2000 nodes for predicting the constant properties 
flow. The nodes in the streamwise direction were distributed 
uniformly. For comparison to Shehata's experiment, a length 60 
diameters long was chosen with 1000 axial nodes; the last axial 
node was set at about ten diameters beyond the last useful data 
point. 

Grid dependency was tested by repeating calculations for the 
"subturbulent" experimental case with 60, 80, and 100 nonuniform 
nodes in the radial direction. The velocity and temperature profiles 
in the fully developed region agreed within about one percent. To 
investigate the streamwise grid spacing, calculations were con
ducted with 500, 1000, and 1500 nodes. For all three cases, wall 
temperature, Nusselt number, and pressure drop predictions agreed 
within one percent. In addition, predictions with 80 nodes in the 
radial direction and 1000 nodes in the axial direction were com
pared to experimental results, as presented in coming sections. 

Thermal Properties. For air, the thermal properties are eval
uated as power-law functions of the pointwise temperature with 
density estimated via the perfect gas approximation (Perkins, 
1975; Shehata, 1984) as follows: 

p = Plet(P/Pta)(TJT) (11) 

ti = ILJJITJ)™1 (12) 

C„=Cp , r e f(77r r e fr
095 (13) 

A = Arcf(77Tref)
0805. (14) 

The subscript ref indicates that the value was taken at the reference 
state, typically at the inlet gas temperature and pressure (near 25°C 
and 0.09 MPa). For the range 270 < T < 900 K, the tabulated 
values by the National Bureau of Standards (NBS 564) show 
agreement with the perfect gas approximation within 0.04 percent 
and with the power laws for specific heat, viscosity, and thermal 
conductivity within about 2\, 2, and 3 percent, respectively; these 
levels are of about the same order as the departures of the tables 
from measured properties (Hilsenrath et al, 1955). 

Boundary Conditions. The governing equations are the ellip
tic sets of partial differential equations. Thus, they require speci
fication of boundary conditions at the entrance, wall, and exit 
along with axisymmetry. Nonslip impermeable wall conditions are 
assumed and the dissipation rate of turbulent energy at the wall is 
estimated as e„ = 2v„(d\/k~ldy)l, where v represents the coor
dinate normal to the wall. 

The classic case of a fully developed flow at the thermal entry 
is approximated as follows. The thermal condition at the wall is 
taken to be adiabatic for the first 25 diameters, followed by a 
specified uniform wall heat flux. Entering conditions are isother
mal temperature and approximations of fully developed mean 
velocity and turbulence profiles, estimated from the literature 
(Schlichting, 1968; Hinze, 1975; Kays and Crawford, 1993); these 
quantities then are allowed to readjust in accordance with the AKN 
model through the adiabatic entry to yield a new approximation of 
fully developed profiles at the start of heating that is consistent 
with the model. Outlet conditions are specified by setting stream-

Cf=16/Re 
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Re 

Fig. 2 Comparison of predictions from present model (circles) to em
pirical turbulent correlations and theoretical laminar results for fully 
established flow with constant fluid properties 

wise gradients to zero (first partial derivatives for w, u, k, and e, 
and the second for T). 

Predictions of Constant Properties Flows 
To validate the numerical code and the turbulence model used in 

the present study for low-Reynolds-number turbulent flows, we 
calculated the heat transfer coefficients and friction factors for gas 
flows in a circular tube with uniform wall heat flux and the 
constant properties idealization. The flow range was 1900 < Re < 
8000 and the gas properties were selected for air. For these 
calculations, the heated region was taken as 125 diameters long, 
starting at z/D = 25. Predicted values of the Nusselt number and 
friction factor at the outlet are compared to empirical correlations 
for turbulent flow and to analytic values for laminar flow in Fig. 2; 
the circles represent the present numerical predictions. 

McEligot, Ormand, and Perkins (1966) snowed that the Dittus-
Boelter correlation (1930) with the coefficient taken as 0.021 for 
common gases (McAdams, 1954; Kawamura, 1979) is valid to 
within about five percent for Pr *» 0.7 and Reynolds numbers 
greater than about 2500. The present predictions agree closely for 
Re > 3200. Shehata (1984) found his measured friction factors for 
fully developed turbulent flow to fall between the Blasius relation 
(Schlichting, 1968) and the Drew, Koo, and McAdams correlation 
(1932). The agreement with the present friction calculations is also 
reasonable above Re «» 3200, ours being about five percent high. 
Below this Reynolds number, the predicted Nusselt numbers and 
friction factors decrease smoothly towards the theoretical laminar 
values as the Reynolds number decreases, approaching closely for 
Re < 2500. Below Re ~ 2000, the values for heat transfer differ 
by about one percent while friction results differ by about 0.3 
percent. 

In their study, Torii et al. (1989, 1990) found that their ability to 
predict laminarizing flows coincided with the capability of the 
fully established, constant properties calculations to indicate a 
transition from turbulent to laminar flow near Re « 2-3000. The 
original Nagano and Hishida model (1987) lacked this capability 
(Fig. 2 in Torii et al. (1990)), with the turbulent prediction grad
ually merging with the laminar value as the Reynolds number 
decreased to about 1000. It is interesting to the present authors 
that, for flow between parallel plates, the AKN model shows the 
latter behavior (Fig. 2(a) in Abe, Kondoh, and Nagano (1994)). 
However, with no change in model constants or functions, the 
same AKN model predicts reasonable behavior in this sense for a 
circular tube (our Fig. 2)! It is worth warning thermal designers 
that caution is appropriate in applying a turbulence model to a 
geometry other than one for which it has been adequately tested. 
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Fig. 3 Comparison of predictions from present model to thermal entry 
measurements of H. C. Reynolds (1968), constant fluid properties. 

As noted in the section on predictive techniques, the present heat 
transfer predictions are based on the turbulent Prandtl number 
model recommended by Kays and Crawford (KC). Before choos
ing this model, we attempted a "two-equation heat transfer model" 
and a different Pr, model. In both cases, predictions for the fully 
established Nusselt numbers were about ten percent or more higher 
than the Dittus-Boelter correlation, so we selected the KC model as 
better for our purposes. 

In addition to predictions for fully established flow, it is desir
able to determine whether the turbulence model predicts the ther
mal entry development adequately in the Reynolds number range 
of interest. Reynolds (1968) and Reynolds, Swearingen, and 
McEligot (1969) conducted experimental and analytic studies of 
the thermal entry for low-Reynolds-number flows, providing semi-
analytic correlations with the constant property idealization. The 
local experimental measurements were extrapolated to unity ver
sus TJTb, i.e., constant properties, for comparison (and verifica
tion) of the analytic predictions. In Fig. 3, predictions from the 
present model are compared to Reynolds's data at Re *» 6800 and 
4180. For z/D •** 4 and greater, agreement of the predictions 
presented is within the experimental uncertainty of the measure
ments. 

In summary, the proposed AKN/KC model appears to perform 
satisfactorily for constant-properties flow of common gases in pure 
forced convection in circular tubes. 

Predicted Distributions of Mean Turbulence Quantities 
With High Heat Fluxes 

The experimental objective of Shehata (1984) and Shehata and 
McEligot (1998) was to measure the distributions of the mean 
streamwise velocity and temperature for dominant forced convec
tion in a well-defined axisymmetric experiment involving signifi
cant variation of the gas transport properties across the viscous 
layer. Experiments were conducted for air flowing upwards in a 
vertical circular tube heated resistively at atmospheric pressure. 
Experimental conditions concentrated on three characteristic cases 
with gas property variation as follows: (1) essentially turbulent 
flow with slight, but significant, air property variation, (2) severe 
air property variation evolving to near laminar flow (as implied by 
the integral heat transfer parameters), and (3) moderate gas prop
erty variation, yielding behavior that could be intermediate or 
transitional between the first two. Inlet Reynolds numbers of about 
(1) 6080, (2) 6050, and (3) 4260 with nondimensional heating 
rates, q + , of about 0.0018, 0.0035, and 0.0045, respectively, 
yielded this range. For ease of reference to the reader, these 
conditions are called Runs 618, 635, and 445. Internal flow data 
were obtained at five axial locations: 3.17, 8.73, 14.20, 19.87, and 
24.54 diameters. Over the range 5 < z/D < 26 the wall heat flux 
was uniform to within about three percent of the average value. 
Details plus tabulations of resulting data are available in a report 
by Shehata and McEligot (1995) with some additional information 
given by Perkins (1975). 

As shown by Torii et al. (1990) and Fujii (1991), several 
functions of g* {Rein} have been suggested by investigators as 

criteria for flow regime prediction. Figure 1 presents Shehata's 
experimental conditions in these terms. One sees that the charac
terization of his data as turbulent, intermediate, and laminarizing is 
consistent with these criteria. 

The predicted effects of the model on turbulence quantities of 
interest are presented next, calculated for the conditions of the 
three experimental runs for which measurements of the mean 
velocity distributions are available. In these cases, the grid only 
extended 35 diameters beyond the start of the heating. The values 
of the uniform heat fluxes were chosen to coincide with the 
average values of q "w { z} in the experiment. 

The predicted pointwise values of the turbulent viscosity (/x,//x) 
and the behavior of the related turbulent kinetic energy are shown 
in Fig. 4, where symbols are used to identify axial locations, not 
data (there were no direct measurements of turbulence quantities); 
these locations are the same as those where mean velocity and 
temperature profiles have been measured by Shehata. The abscis
sae are the normalized wall coordinate; the physical distance from 
the wall to the centerline. In all three cases, the quantity jx,//i is 
predicted to decrease first near the wall and then further into the 
core. The axial rates at which these phenomena happen increase 
with q +. As a measure of an effective viscous layer thickness, yv, 
we can choose the location where (JU,,//X) = 1. The value yjrw of 
the inlet profile for Re,„ «* 6000 (runs 618 and 635) is 0.05, and 
is 0.07 in case of Re,„ «= 4300 (run 445). By the last measurement 
station, it is predicted to grow to yjr„ <** 0.09, 0.15 and 0.4 for 
"conditions" 618, 635, and 445, respectively. These predictions are 
consistent with the earlier suggestion of one of the present authors 
that the cause of the unexpected reduction in heat transfer param
eters could be a thickening of the viscous sublayer (McEligot, 
1963, p. 131). Between z/D = 3 and 9, the flattened profile of 
jn,/ju, in the core disappears as the region affected by the wall 
grows. 

The turbulent kinetic energy profiles show some of the same 
trends (Fig. 4(b)). Normalization of the turbulent kinetic energy is 
by a constant, «J,„, giving a direct measure of the magnitude of the 
its variation along the tube (i.e., no scaling related to /x, which 
varies locally with the pointwise temperature). The profiles in
crease from the wall to a maximum and then decrease to the order 
of unity at the centerline. An effect of heating appears to be to 
reduce k near the wall; the higher the heating rate, the greater this 
effect is calculated to be. 

No large changes to the turbulent kinetic energy profiles are 
forecast for run 618. After z/D «• 9, the magnitude near the wall 
only varies slightly; it seems near self-preserving. Further towards 
the center (about 0.1 < ylrw < 1), the variation of the expected 
profiles is nearly negligible until z/D > 14; then the peak in
creases and values near the centerline decrease as the distance 
increases. At the last station the peak of k{ ylrw} is slightly further 
from the wall than yv and is further for run 635 than run 618—but, 
in terms of local wall units, this peak remains at y + =» 14 for 3 < 
z/D < 25. The profiles k{y + ) are forecast to remain almost 
invariant from the wall to y + •=» 10 while the flow accelerates and 
the Reynolds number decreases. 

For run 635, initially k decreases near the wall and the peak 
values decrease as well. After z/D »* 9 the rate of change de
creases and for the last half of the tube the change is slight, but one 
could not claim that it appears to become self-preserving. This run 
might be considered to laminarize near the wall; this effect leads to 
lower peaks for 3 < z/D < 14, then the maxima are predicted to 
become approximately constant but become further from the wall 
than for run 618, consistent with a physically thicker effective 
viscous layer. In wall coordinates (y+) the variation is less but the 
trends are the same. With the exception of the entering profile, the 
peak value occurs near y+ *» 15, approximately the same as run 
618. 

The calculations for run 445 show a significant reduction in 
turbulence kinetic energy along the tube. A region of low values 
near the wall grows continuously, giving near zero values from the 
wall to y/r,„ <=» 0.15 (y+ «= 10) at the last station. Simultaneously, 
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Fig. 4 Predicted axial development of turbulence quantities for condi
tions of experiments by Shehata (1984): (a) turbulent viscosity and (b) 
turbulent kinetic energy 

the peak values decrease continuously and move closer to the 
center. The centerline value decreases as well but is still nonzero 
at the last station. These same trends also appear when presented 
as a function of y+; no near invariant section .is predicted as the 
profiles continuously decrease in the streamwise direction. Clearly, 
a laminarization process is being forecast but a hot wire sensor at 
the centerline would still show turbulent fluctuations (Bankston, 
1970; Ogawa et al., 1982). 

It is of interest that the predicted maximum values of the 
turbulent kinetic energy increase in the downstream direction for 
run 618 but not for the others. In all cases the flow accelerates in 

the downstream direction, so the wall shear stress is expected to 
increase approximately as W\. (The acceleration parameter, K = 
(vh/Wl)(dWb/dz), was approximately 1 X 1(T6, 2 X 10~6, and 
4 X 10~6 for runs 618, 635, and 445, respectively.) Consequently, 
near the wall the gradient dW/dy would increase so that the 
production term in the governing equation for turbulent kinetic 
energy would as well. For run 618 apparently this increase is 
predicted to be more rapid with respect to axial distance than the 
stabilization of the viscous layer due to the acceleration. An 
alternative explanation could invoke the effects on the dissipation 
rate. One could calculate the magnitudes of the individual terms as 
part of the numerical solution and then compare their values to see 
the predicted relative effects on the local value of the squared 
difference from the mean (known as the turbulent kinetic energy), 
but that exercise is beyond the present intended scope. For run 635 
the countering effects at y+ =» 15 apparently balance so the 
predicted maxima do not change significantly. Then in run 445 the 
countering effects near the wall are predicted to be greater than the 
production term and the profiles of this defined turbulence quantity 
decrease continuously. 

Resulting predictions for turbulent shear stress (Reynolds stress) 
and turbulent heat flux are presented in Fig. 5; these are normalized 
by local wall values, e.g., T„{Z}. The wall coordinate y+ is 
unambiguously defined as y[ gcTjpw] "2/i\v with local wall values. 
These two transport quantities show mostly the same effects as 
each other except the turbulent heat flux is affected by the growth 
of the thermal boundary layer at "large" values of y +. 

For run 618 the normalized Reynolds stress profiles are forecast 
to approach a self-preserving condition after z/D ^ 9 while the 
normalized turbulent heat flux appears to be approaching a near 
asymptotic profile as the thermal boundary layer grows. Predic
tions for run 635 give lower magnitudes than run 618 for both 
quantities at equivalent stations. For example, at the last station 
and y+ = 10 the normalized Reynolds stress profile for run 618 is 
only slightly lower than the adiabatic entry profile whereas for 635 
the comparable profile is forecast to decrease by about 50 percent. 
Peak values are correspondingly lower. 

The normalized turbulent heat flux profile, q"{ y+ )lq"„, is pre
dicted to be almost invariant to y+ «* 15 in run 618. However, for 
run 635 at v + = 10, it is calculated to decrease by about § between 
z/D =* 3 and 25. Peak values of q"{ y+}/q"w are predicted to be 
less for run 635 than for run 618. For both momentum and thermal 
energy, run 635 shows significantly less turbulent transport than 
run 618, which is considered to be representative of gas flow with 
property variation that retains its turbulent character. In that sense, 
run 635 is predicted to be laminarized to some extent; the viscous-
dominated region is forecast to become thicker in wall units as 
well as in physical distance. 

Expectations for run 445 are more extreme suppression of 
turbulent transport than for run 635. The calculations forecast 
continuous thickening of the viscous-dominated region and reduc
tion in the maximum values of the normalized Reynolds stresses 
within the usual viscous layer (y+ < 30-40). Beyond z/D ^> 9 
the same comments hold for the normalized turbulent heat fluxes. 
The benefits of turbulent transport are predicted to be significantly 
decreased as the axial distance increases. For example, within 25 
diameters the maximum normalized Reynolds stress is calculated 
to decrease to about 0.05, about an order of magnitude less than its 
value for the entering adiabatic profile. 

For a slightly higher heating rate (q+ «* 0.0055), Perkins 
(1975) showed that his "laminar" turbulence model predicted the 
development of the mean temperature profile well. With his ap
proach, turbulent adiabatic entering profiles were specified and 
then the governing equations were solved with turbulent viscosity 
and turbulent thermal conductivity set to zero through the thermal 
entry region. The present predictions of the development of the 
turbulent shear stresses and heat fluxes for run 445 demonstrate 
why Perkins's approach could be successful at higher heating 
rates; these turbulent transport quantities are forecast to become 
negligible quickly after the application of the high heating rate. 
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Fig. 5 Predicted axial development of turbulent transport quantities for 
conditions of experiments by Shehata (1984): (a) Reynolds stress and (b) 
turbulent heat flux 

One may wonder what are the effects of heating on the "law of 
the wall." To address this concern, Fig. 6 provides the predicted 
mean velocity distributions in terms of wall coordinates from y + = 
3 to its centerline value. One sees that at these conditions the entire 
cross section can be considered to be in the "near-wall" region. 
The figure demonstrates a continual variation of the centerline 
value of y+ with axial position and heating rate; this result pre
cludes conveniently presenting the axial development in terms of 
both wall (y+) and physical (ylrw) coordinates on the same graph. 
At zlD «> 3 one could fit logarithmic curves to the predictions for 
the two lower heating rates; however, the intercepts and slopes 
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Fig. 6 Predicted development of mean velocity in terms of wall coordi
nates 

differ from the accepted values for the so-called "universal veloc
ity profile." For the remainder of the predictions on this figure, no 
logarithmic curve can be reasonably fitted. At small values of v+, 
the predictions for Run 445 are slightly lower than for the other 
two runs; this observation is consistent with the predicted trend 
induced by a favorable streamwise pressure gradient in unheated 
flows (McEligot, 1985). Consequently, use of turbulence models 
employing wall functions would not be a reasonable approach for 
these strongly heated flows. 

Comparisons to Measurements 

Necessary conditions to consider a turbulence model seriously 
are that it predict mean velocity and temperature profiles, plus wall 
heat transfer parameters and pressure drop, satisfactorily for the 
conditions of interest. The present model is now assessed in those 
terms. Figure 7 provides direct comparisons of the predictions to 
measured profiles. The region shown emphasizes the normal vis
cous layer with coordinates chosen to avoid the uncertainties 
involved in the determination of wT for nondimensionalization. For 
example, for the temperature profiles tt is represented by (T„ -
T)ITin. These comparisons of predictions and data are more severe 
tests than using coordinates based on a wall shear stress which has 
been fitted in the viscous layer. Accordingly, no measurements are 
presented in terms of wall coordinates in the present paper. The 
measured points nearest the wall correspond to y + of about 3 to 5, 
depending on the heating rate and station. The location ylrw = 0.1 
is approximately equivalent to y + «= 20 for the entering profiles of 
runs 618 and 635. At the last station, y/r„ = 0.5 is about y+ «* 60 
and 30 for runs 618 and 445, respectively. 

Direct measurements of the local wall shear stress are generally 
not feasible for the conditions of this experiment (and it cannot be 
deduced from local estimates of dp/dz as in unheated flow since 
«{y} varies continuously in the streamwise direction). The ap
proach of fitting profile data with a Clauser plot is not valid for low 
Reynolds numbers or for flows changing significantly in the axial 
direction; the Clauser analysis is based on the assumption that T,„ 
» T{ y} for y+ > —30, a poor approximation in these situations. 
Figure 6 has shown that a meaningful "log law" region cannot 
reasonably be identified for the conditions of these experiments 
(although the unsuspecting can usually draw a straight line through 
data on a semi-logarithmic graph). 

Experimental uncertainties were estimated employing the tech
nique of Kline and McClintock (1953). Examples of the resulting 
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Fig. 7 Predicted axial development of mean streamwise velocity and mean temperature 
(solid lines) compared to measurements (symbols) of Shehata (1984), with strong heating of 
air in a vertical circular tube. 

uncertainties in velocity and temperature are tabulated as functions 
of position and experimental run by Shehata (1984). In general, the 
uncertainty in velocity was calculated to be in the range of eight to 
ten percent of the pointwise value, with the larger percent uncer
tainties occurring near the wall. The uncertainty in temperature 
was typically one to two percent of the pointwise absolute tem
perature. Typical values of these estimates are indicated in Fig. 7 
as vertical lines. These estimates are believed to be conservative 
(i.e., pessimistic) since comparisons of the integrated and mea
sured total mass flow rates for each profile showed better 
agreement—of the order of three percent or less, except near the 
exit in the runs with the two highest heating rates. The estimated 
experimental uncertainty in the Stanton number was six percent or 
less for the range 3 < xlD < 20 and for the nondimensional 
pressure defect it was about four percent at the last measuring 
station (Perkins, 1975). 

The quantity (Tw — T)/Tin provides a measure of the gas 
property variation across the tube. For example, in run 618 (Tw -
T)ITin varies by about 50 percent to y/rw = 0.5 at the last station, 
so ix and k vary by about 40 percent in that region. In contrast, in 
run 445 they vary by more than that in the first three diameters. At 
the first station for all runs, the first few velocity data points near 
the wall appear slightly high relative to appropriate asymptotic 
behavior, a common feature in experimental measurements (and a 
good reason not to determine u, by fitting u+ = y+) . This location 
required the longest insertion of the probe support in the experi
ment so some aspects of the data reduction are more difficult to 
calculate there. 

Overall agreement between the predictions and the measure
ments is encouraging. Though close examination reveals some 
differences in detail, the predictions can be considered to be 
satisfactory at least. 

Perkins (1975) and Torii et al. (1993) found the intermediate 
conditions most difficult to predict (run 635 here). Run 618 shows 

a slight overprediction of the velocity profile at z/D «* 25 but 
otherwise all profiles are good. Run 445 predictions look good 
throughout despite having the largest fluid property variation; this 
result probably occurs because molecular transport increases in 
importance once the laminarizing process has begun. So if one 
wishes the most sensitive test of a turbulence model for low-
Reynolds-number flows with gas property variation, conditions 
like those of run 635 may be key. 

Since run 635 was recognized in advance as most difficult, two 
extra sets of internal profiles were measured in the experiment. 
Agreement between calculations and data is good for the first three 
stations. Then at z/D » 20 and 25 the velocity is overpredicted 
near the wall and at z/D => 25 the quantity (T„ - T)IT,„ is 
overpredicted in the range 0.1 < y/r„ < 0.25 (corresponding 
approximately to 8 < y+ < 20), i.e., T{y) is wwferpredicted. In 
the viscous layer, a higher velocity is caused by a lower value of 
JU,„ which also leads to a higher thermal resistance in the layer; this 
higher thermal resistance would interfere with thermal energy 
transport beyond the region leading, in turn, to lower temperatures 
further from the heated wall. If one wishes to improve the model 
further, these observations could provide a starting point. For the 
present purposes, the level of agreement seen is considered satis
factory. 

Thermal design engineers usually find prediction of the wall 
heat transfer parameters and friction to be most important. Figure 
8 provides these tests for the present model; vertical lines denote 
the estimated experimental uncertainties. Figure 8(a) compares 
local Stanton numbers; since viscosity increases as the gas is 
heated, the Reynolds number decreases with an increase in z and 
the axial progression is from right to left. Dashed lines represent 
asymptotes for fully established flow of constant property gases 
(Pr =* 0.7) as references. High values at the right are the usual high 
(nondimensionalized) heat transfer coefficients of the immediate 
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Fig. 8 Predicted local integral parameters (solid lines) compared to 
measurements (symbols) of Shehata (1984): (a) wall heat transfer and (b) 
nondimensional pressure defect 

thermal entry; the first data point is at zlD <=* 0.2 and the last valid 
data are at zlD *» 25 . 

The results are not perfect. But they are within acceptable design 
accuracy despite the challenging conditions of these flows. The 
calculations display the trends of the data, e.g., they appear to be 
laminarizing or not as the case may be. After zlD «=< 6 the 
predictions lie within about eight percent of the measurements or 
better. Of the three sets of conditions, calculations for the condi
tions of run 635 seem best despite being considered the most 
difficult test. It is probably appropriate here to reemphasize that the 
constants and functions in the AKN and KC models have not been 
readjusted for these calculations. 

Wall shear stresses and friction factors are not directly measured 
in the experiments; pressure differences are. In contrast to fully 
developed flows with constant properties, r„ and Cf cannot be 
deduced from the raw data without questionable assumptions and 
approximations, so we compare the predictions to the nondimen
sional pressure drops directly. In making these comparisons, one 
must be careful to use the same definition as employed in the data 
reduction, specifically P+ = pingc(Pin - P)/G2 here. For the 
conditions of these flows, P+[z] provides a test of the combined 
effects of thermal energy addition, wall friction, and vertical 
elevation change. The relative contributions can be estimated via a 
local approximation of the one-dimensional momentum equation 
(McEligot, Smith, and Bankston, 1970), 

-[2PzgcDh(dP/dz)/G2] ~ %q+
z + ACf,z + 2(Gr2 /Re2) (15) 

with the subscript z representing evaluation at local bulk proper
ties. For run 618 these terms are approximately in the ratios 1:4:3, 
respectively, so wall friction would account for about half the 
pressure drop; for run 445, they are about 4:5:5 so friction con
tributes only about one-third. In the predictions, the turbulence 
model primarily affects only the friction contribution so it is not 
surprising that the velocity profiles of Fig. 7 yield the good 
predictions of Fig. 8(fc). 

It would be interesting to examine whether the apparent lami-
narization is due to viscosity variation or due to acceleration of the 
flow. One would need measurements at the same conditions for (1) 
an incompressible fluid with significant viscosity variation and (2) 
a compressible constant viscosity fluid. The implication of Fig. 1 
is that the stabilizing effect of acceleration (Kv <=» 4g + /Re) pro
vides a significant, if not dominant, cause. 

Concluding Remarks 
The k-e turbulence model of Abe, Kondoh, and Nagano (1994), 

developed for forced turbulent flow between parallel plates with 
the constant property idealization, has been successfully extended 
to treat strongly heated gas flows at low Reynolds numbers in 
vertical circular tubes. For thermal energy transport, the turbulent 
Prandtl number model of Kays and Crawford (1993) was adopted. 
No constants or functions in these models were readjusted. 

Under the idealization of constant fluid properties, predictions 
for fully established conditions agreed with the Dittus-Boelter 
correlation for common gases (coefficient = 0.021 (McAdams, 
1954)) within about five percent for Re > 3200. Predicted friction 
coefficients were about five percent higher than the Drew, Koo, 
and McAdams (1932) correlation in this range. Below Re =< 2000 
both predictions agreed with theoretical laminar values within 
about one percent. The local thermal entry behavior, Nu {z/D} , 
was further confirmed by comparison to the measurements of 
Reynolds (1968) for Re ~ 4180 and 6800. 

The capability to treat forced turbulent flows with significant gas 
property variation was assessed via calculations at the conditions 
of experiments by Shehata (1984), ranging from essentially turbu
lent to laminarizing due to the heating. The apparatus was a 
vertical circular tube with an unheated entry length for flow 
development, followed by a resistively heated section which gave 
an approximately uniform wall heat flux. Inlet Reynolds numbers 
of about 6080, 6050, and 4260 with nondimensional heating rates, 
q+ = q"J(Gc„Tin), of about 0.0018, 0.0035, and 0.0045, respec
tively, were employed as internal mean velocity and temperature 
distributions were measured by hot wire anemometry. 

Predictions forecast the development of turbulent transport 
quantities, Reynolds stress and turbulent heat flux, as well as 
turbulent viscosity and turbulent kinetic energy. Results suggest 
that the run at the lowest heating rate behaves as a typical turbulent 
flow, but with a reduction in turbulent kinetic energy near the wall. 
For the highest heating rate all turbulence quantities showed steady 
declines in the viscous layer as the axial position increased— 
representative of conditions called laminarizing. For the interme
diate run, predictions showed the same trends as the highest 
heating rate but occurred more gradually with respect to axial 
distance. These observations are consistent with empirical criteria 
for these regimes, expressed in terms of g*{Re,„}. No direct 
measurements are available to confirm or refute these distribu
tions; they must be assessed by examination of the mean velocity 
and temperature distributions that result from these predictions of 
the turbulent transport quantities. 

Overall agreement between the predictions and the measured 
velocity and temperature profiles is good, establishing confidence 
in the values of the forecast turbulence quantities—and the model 
which produced them. Most importantly, the model yields predic
tions which compare well to the measured wall heat transfer 
parameters and the pressure drop. Thus, thermal design engineers 
should find calculations based on the present turbulence model to 
be satisfactory for forced low-Reynolds-number turbulent flows 
with significant gas property variation. 

It should be recognized that, while confidence in the numerical 
model has been established through agreement of mean quantities 
with experiments, the forecast turbulence quantities (particularly 
the exact shapes of their profiles) cannot be assured yet. However, 
obtaining measurements of those quantities, without blockage ef
fects on one hand or dominant buoyant effects on the other, will be 
a difficult experimental challenge to accomplish. 
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Laminar Convective Heat 
Transfer of a Bingham Plastic 
in a Circular Pipe With Uniform 
Wall Heat Flux: The Graetz 
Problem Extended 
Thermally developing laminar flow of a Bingham plastic in a circular pipe with uniform 
wall heat flux has been studied analytically. Expressions for the fully developed temper
ature and Nusselt number are presented in terms of the yield stress, Peclet number, and 
Brinkman number. The solution to the Graetz problem has been obtained by using the 
method of separation of variables, where the resulting eigenvalue problem is solved 
approximately by using the method of weighted residuals. The effects of the yield stress, 
Peclet, and Brinkman numbers on the Nusselt number are discussed. In particular, it is 
shown that the heat transfer characteristics in the entrance region are significantly 
affected by the yield stress with the inclusion of viscous dissipation. 

1 Introduction 

The problem of laminar forced convective heat transfer in pipe 
flows is of foremost importance to the design of practical thermal 
systems. A large number of fluids used extensively in industrial 
applications exhibit yield stresses that must be overcome before 
they start to flow, which are called Bingham plastic. Some exam
ples are electrorheological fluids, magnetorheological fluids, sus
pensions, drilling muds, paints, greases, aqueous foams, slurries, 
and food products like margarine, mayonnaise, and ketchup, etc. 
While these fluids are receiving more attention these days due to 
their extensive applicability and great importance in many indus
tries, the literature on their flow and heat transfer characteristics is 
surprisingly limited (Vradis and Otiigen, 1997) and accordingly 
only little is known of them. 

The first studies of heat transfer in a duct flow of a Newtonian 
fluid were made more than a century ago by Graetz in 1883-1885, 
and independently by Nusselt in 1910. These studies, known as the 
Graetz problems or thermally developing flow problems and their 
various extensions, have evoked many research efforts. Compre
hensive reviews of the works on heat transfer in laminar duct flow 
was compiled by Shah and London (1978) and Kakac et al. (1987). 

The classical Graetz problem for Newtonian fluids has been 
extended by Sellars et al. (1956) and Siegel et al. (1958) to the case 
of prescribed wall heat flux neglecting both axial conduction and 
viscous dissipation. Hsu (1967) considered a uniform entrance 
temperature profile and analyzed the Graetz problem for a New
tonian fluid including axial conduction, but still neglecting viscous 
dissipation, by using the method of separation of variables. He 
numerically obtained the first 12 eigenvalues and eigenfunctions 
for Pe = 5, 10, 20, 30, 50, and 100. Pirkle and Sigillito (1972) 
pointed out two errors in Hsu's analysis and presented corrected 
formulas. However, they did not quite present any quantitative 
results. In the meantime, Ou and Cheng (1973) obtained solutions 
to the Graetz problem with uniform wall heat flux for a Newtonian 
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fluid including viscous dissipation. However, at this time, the 
effect of axial conduction was neglected. 

For a Bingham plastic, Wissler and Schechter (1959) and Black-
well (1985) studied thermally developing flow with constant wall 
temperature, neglecting axial conduction and viscous dissipation. The 
Leveque solution of a Bingham plastic was given by Beek and Eggink 
(1962). Johnston (1991) extended the Graetz problem of a Bingham 
plastic to the case including axial conduction, but still neglecting 
viscous dissipation. Recently, Min et al. (1997a) included both axial 
conduction and viscous dissipation and showed that axial conduction 
is negligible for Pe > 500. They have also shown that the yield stress 
does not have a strong effect on the thermal field when viscous 
dissipation is ignored, but it significantly affects the thermal field 
when viscous dissipation is included. 

In most industrial applications more complex governing equa
tions than those of the idealized Graetz problem are involved, 
which are fully elliptic. Therefore, numerical methods are inevi
tably required to be used and results for complex heat transfer 
problems have been widely reported for Newtonian fluids (Shah 
and London, 1978). Vradis et al. (1993) reported numerical solu
tions to the hydrodynamically developing flow problem and the 
simultaneously developing flow problem by employing the fully 
elliptic governing equations for a Bingham plastic in a circular 
pipe. Very recently, Min et al. (1997b) pointed out some short
comings involved in Vradis et al. (1993) and reported that the heat 
transfer characteristics obtained by their improved method exhib
ited consistent trends as those predicted from their earlier analyt
ical approach (Min et al., 1997a). They also argued that the fully 
developed velocity assumption for the Graetz problem is valid 
when Pr > 10 in the case of Bingham plastic. 

As far as is known, there has been no work in the literature that 
studied thermally developing flow of a Bingham plastic, not to 
mention a Newtonian fluid, with uniform wall heat flux, which 
considers both axial conduction and viscous dissipation. For New
tonian fluid flows, it is known that viscous dissipation is important 
only at high speeds (Kays and Crawford, 1993). However, the 
same argument does not hold for the case of non-Newtonian fluid 
flows even at relatively low speeds because of high viscosities and 
relatively high-velocity gradients occurring within the flow fields 
(Bird et al., 1987). A possible question is raised whether the yield 
stress has a strong effect on the thermal field with the inclusion of 
viscous dissipation, as is the case with uniform wall temperature 
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(Min et al., 1997a). Therefore, the objective of the present paper is 
to investigate thermally developing flow (the Graetz problem 
extended) of a Bingham plastic including both axial conduction 
and viscous dissipation subject to uniform wall heat flux, which 
can be used as a reference for future numerical and experimental 
studies on this subject. The solution to this problem is obtained by 
using the method of separation of variables, where the resulting 
eigenvalue problem is solved approximately by using the method 
of weighted residuals. 

2 Statement of the Problem 
For constant properties, the fully developed velocity profile for 

a laminar pipe flow of a Bingham plastic is given as follows (Bird 
et al., 1960): 

2(1 -c)2 

4 ^ 
[ ~ 3 C + Y 

u(r) 
2(1 2c(l - r)) 

4 c4 

! - 3 c + y 

for 0 < r < c, 

for c s r s 1, 

(1) 

where r = 0 and r = 1 correspond, respectively, to the centerline 
and the wall, and c is the dimensionless radius of the plug-flow 
region. As c approaches 1, u(r) becomes a complete plug flow 
(« = 1), while c = 0 corresponds to a laminar Newtonian flow 
since Bingham plastic becomes a Newtonian fluid in the limiting 
case of vanishing yield stress. 

Since a fully developed velocity profile is assumed for thermally 
developing flow, the nondimensionalized energy equation of a 
Bingham plastic including axial conduction and viscous dissipa

tion for a circular pipe flow can be represented as (Min et al., 
1997a) 

u 3 8 _ 1 
2 3 ? 

a2® l d 
Pe2 bx + l ~rJr 

for 0 £ r : 

17eff: T,R/^0Uav 
1 + | , , , | for c : 

\duldr\ 

du\ 

~dr) 

c, 

1, 

(2a) 

(2b) 

where ®(r, x+) = (T - Te)l(q„Rlk) is the nondimensionalized 
temperature. For uniform wall heat flux and uniform inlet temper
ature, the boundary conditions are written as 

®(r, 0) = 0 

@(r, x+) -> e„(r,x+) 

d®(0,x+) 

dr 

a®(i,;c+) 
dr 

= 0, 

1. 

(2c) 

(2d) 

(2e) 

(2f) 

Unlike the case for uniform wall temperature condition, here the 
dimensionless temperature for a fully developed flow ©«, does depend 
on both r and x* (Kays and Crawford, 1993). Thus, we decompose 
®(r, x+) as ®(r, x+) = 0«(r, x+) + 6(r, x+), where ©«(r, x+) is the 
fully developed temperature and 6(r, x+) is the excessive temperature. 
The fully analytic expression of ©„ is given in the next section. For 
the moment, we show how the energy equation is decomposed into 
two parts, and what boundary conditions are applied to each part. 

Nomenclature 

A, B, C = matrices 
, Bjh Cji = elements of matrices 

Br = Brinkman number, ju,0t/
2
v/ 

q„R 
Br,.,. = critical Brinkman number 

C„ = coefficients used in the 
solution of eigenvalue 
problem 

Cp = specific heat at constant 
pressure 

c = dimensionless radius of 
the plug flow region, or 
ratio of yield shear stress 
to wall shear stress, TV/T„ 

c, d = eigenvectors 
c,, dj = components of eigenvec

tors 
D = pipe diameter 
h = heat transfer coefficient 

based on bulk temperature 
k = thermal conductivity 
N = number of finite eigen-

modes 
Nu = local Nusselt number, 

hDlk 
Nu„ = fully developed Nusselt 

number 
Pr = Prandtl number, n,al(pa) 
Pe = Peclet number, 2UmR/a 
qw = uniform wall heat flux per 

unit area, k(dTldy) 

T(y . z) 
T, 

(z) 

R = pipe radius 
R„ = eigenfunction 

r = dimensionless radial coordi
nate, ylR 

= trial function 
= temperature 
= entrance temperature 
= bulk temperature 

T„(z) = wall temperature 
U = axial velocity 

U„ = average axial velocity 
u = dimensionless axial velocity, 

U/U„ 
Wj = weight function used in the 

method of weighted residuals 
x = dimensionless axial coordi

nate, zIR 
x+ = dimensionless axial coordi

nate, (z//?)/Pe 
y = radial coordinate 
z = axial coordinate 
a = thermal diffusivity 
7) = apparent viscosity for a Bing

ham model 
T)eff = dimensionless apparent viscos

ity, 7)/̂ o 

®(r, x+) — dimensionless tempera
ture, (T - T,)l(q„Rlk) 

®m(x¥) = dimensionless bulk tem
perature, (Tm - Te)l 
{qJUk) 

©».(*+) = dimensionless wall tem
perature, (T„ — Te)l 
(q„Rlk) 

®„(r, x+) = dimensionless temperature 
for x+ -» oo 

®„,,„(r, x+) = dimensionless bulk tem
perature for x+ —> oo 

®„,„(r, x+) = dimensionless wall tem
perature for x+ —> oo 

6(r, x+) = dimensionless excessive 
temperature, © — ©„ 

A„ = eigenvalue 
jx0 = plastic viscosity 
ix„ = coefficients used in the 

solution of eigenvalue 
problem 

p = density 
T = shear stress 

T„ = wall shear stress 
T, = yield shear stress 
4> = viscous dissipation func

tion 
4>(r) = dimensionless tempera

ture, (©„„ - ©„)/ 
(©„,, - ©«,,„) 
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The fully developed temperature profile for laminar pipe flow 
with uniform wall heat flux can be expressed (Kays and Crawford, 
1993) as 

d©„ d@„ 
dx+ dx + = const. (3) 

In other words, the dependence of &xm on x + is only linear. Thus 
we can split Eqs. (2) into two sets of equations as follows: 

u d®a 1 3 
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Now, ©o=,„(x+) can be determined in conjunction with 
0»,m(-*+) which can be obtained in two ways. One is the integra
tion of Eq. (6b) between x + = 0 and x + = x +: 

and 

I d26 Id 
•+ • 
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dr dr 
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(5a) 

(5*) 

(5c) 
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rdr, (8a) 

where 6(r, 0) = - 0 „ ( r , 0). Note that the nonvanishing axial 
conduction at the pipe entrance (x+ = 0).produces (4/Pe2) Jo 
(96 (r, 0)/dx+)rdr (Pirkle and Sigillito, 1972). The other is sim
ply the definition of the bulk temperature 

e... = 2 
3 Analysis 

3.1 Fully Developed Flow. In this subsection, we obtain 0» 
from Eqs. (4). d®XJJdx* of Eq. (4a) can be obtained by nondi-
mensionalizing the energy conservation relation. This is expressed 
for a cross section of a pipe as 

u®„rdr = IB - A • Br + 0 . (%b) 

where B is a constant which can be expressed as 

pC„UavirR 
.dT„m \R (dU\2 

2-~=q„-2irR + 2iT V[-^J ydy, (6a) 
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(9) 

dx 
^ = 4 ( 1 + 4A-Br), (6b) 

where A = 3/(3 - 4c + c4). Replacing the left-hand side of Eq. 
(4a) by Eq. (6b) and integrating Eq. (4a) with respect to r subject 
to boundary conditions (4a) and (4c), one can obtain the fully 
developed temperature as 

By equating Eqs. (8a) and (8fo), one can get ©„,„,. Incidentally, Hsu 
(1967) dropped the term (4/Pe2) J0 (d6(r,'0)/dx+)rdr in his 
analysis for a Newtonian fluid. Pirkle and Sigillito (1972) pointed 
out that this and another error described in the next subsection 
were made by Hsu, but somehow they did not quite complete their 
calculations to give any numerical values for ©„. Now, the com
plete expression of ©„ for a Bingham plastic is 

©„(r, x+) = 

0 „ 2 7 - 4 0 c + 13c4\ c4 

A( (1 - c)2r2 26 ) + 2A-Br(2A(l - c)2r2 - 1) + A j l n c + 4(l +4A-Br)^ H 

4 f 1 3 0 ( r , 0) 
- Wi —, + rdr - 25 + A • Br for 0 < r < c, 

Pe2 dx 
•> o 

5c r' 2c 3 r (10) 
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Br 

Fig. 1 Variation of fully developed Nusselt number with respect to Br for 
c = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9 

One can easily verify that Eq. (10) is the same as the solution of 
Ou and Cheng (1973) for a Newtonian fluid (c = 0) when axial 
conduction is negligible (Pe —» °°), which is written as 

4 / ~ 24 

+ Br(16*+ + 4 r 2 - 2r4 - 1). (11) 

©„(r, x+) = 4x+ + r2[ 1 -

In the case of including axial conduction, numerical values of the 
fully developed temperature ©„(r, x+) cannot be given until 6(r, 0) is 
known. Fortunately, the dimensionless excessive temperature 6(r, x+) 
can be calculated as a solution to an eigenvalue problem, which is 
explained in the next subsection. Since we are more interested in the 
fully developed Nusselt number, we instead define a new dimension-
less fully developed temperature 4> = (©„,„ — ®„)/(®xv, - 8 , , ) 
which is similar to the one used in the case of uniform wall temper
ature (Min et al., 1997a). Then, it can be easily shown from Eq. (7) 
and Eq. (&b) that <j> is invariant with x+, and the fully developed 
Nusselt number can be obtained as 

Nu„ = - 2 •</>'(!) = 
0* ®« A • Br - 2 5 ' 

(12) 

For a Newtonian fluid (c = 0), Nu„ =2/(Br + 11/24), which 
is coincident with the result of Ou and Cheng (1973). For a 
Bingham plastic with uniform wall temperature (Min et al., 1997a, 
b), the thermally fully developed solutions are by definition inde
pendent of both Pe and Br when viscous dissipation is included 
(Br + 0), while they are dependent on Pe when it is negligible 
(Br = 0). However, from Eqs. (7), (8*), and (12), the thermally 
fully developed temperature profile <$> and Nusselt number Nu„ for 
a Bingham plastic with uniform wall heat flux are independent of 
Pe, whether Br is zero or not. 

Figure 1 shows the variation of Nu„ with respect to Br for c = 
0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9. It can be clearly 
seen that there are singularities in Nu„ for Br < 0 (cooling 
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Fig. 2 (a) Local Nusselt number with respect to axial distance for c = 0 
(excluding viscous dissipation):, present study; O, Shah (1975). (b) Local 
Nusselt number with respect to axial distance for c = 0 (excluding 
viscous dissipation): , present study; , Hsu (1967). 

Fig. 3 (a) Local Nusselt number with respect to axial distance for c = 0 
and -0.2 <: Br s 2 (including viscous dissipation): , present study; 
O, Ou and Cheng (1973). (to) Local Nusselt number with respect to axial 
distance for c = 0 and -0.6 s Br s 0 (including viscous dissipation): 

, present study; O, Ou and Cheng (1973). 
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condition). The existence of a singularity in the curve of fully 
developed Nusselt number means that fully developed bulk tem
perature equals fully developed wall temperature, making the 
denominator of Eq. (12) become zero. This results from the fact 
that the heat removed at the wall is equivalent to the heat generated 
by viscous dissipation at a certain downstream location (Ou and 
Cheng, 1973). More details on this subject are discussed in the 
next section. From Eq. (12) the critical Brinkman number Brcr = 
2BIA = -0 .4583, -0.3224, -0.1944, -0.0892, and 
-0.0219 for c = 0, 0.2, 0.4, 0.6, and 0.8, respectively. One 
should note that the singularities in the Nusselt number are due to 
its definition (12) and represent the inadequacy of the conventional 
definition for the physical problem with Br < 2BIA (Ou and 
Cheng, 1973). It can be argued, however, that the variation of Nu« 
with respect to Br decreases for larger c. This statement can be 
supported by the observation that from Eq. (12), the viscous 
dissipation is closely related to A, which increases for larger c and 
increases even to infinity as c approaches 1. 

3.2 Thermally Developing Flow. In order to obtain the 
dimensionless temperature profile ®(r, x+) = &„(r, x+) + d(r, 
x+) for thermally developing flow, we have to calculate the di
mensionless excessive temperature 8(r, x+) which satisfies Eqs. 
(5). The solution to this problem is sought in the form 

B(r, x+) = Y. CnR„(r) exp(-A„*+), (13) 

where A„ and R„(r) are the eigenvalues and eigenfunctions, re
spectively, of the following eigenvalue problem: 

/ A;; U\ 

(rR'„)' + ^ 2 + K^J -rRn=>0, (14a) 

*;(0) = 0, R'n(l) = 0. (14b) 

Since the axial conduction term, (l/Pe2)d20/dJc+2, is retained in 
Eq. (5a), the mathematical problem (14a) and (14b) does not 
reduce to a classical Sturm-Liouville system with a complete set of 
eigenfunctions orthonormal with respect to a weighting function 
(LeCroy and Eraslan, 1969). Hence, we determine the coefficients 
C„ approximately by considering finite TV eigenmodes (A„, R„(r)) 
adequate for a converged solution. The method of weighted resid
uals through which these finite N eigenmodes are determined is 

explained in the Appendix. Applying the boundary condition at the 
entrance, multiplying Eq. (13) by R„„ and integrating over 0 < 
r < 1, we obtain 

Y. C„ J RmRndr = - I Rm&„(r, 0)dr, 

m = 1, 2, . . . ,7V. (15) 

Solving the above set of N simultaneous Eqs. (15), we can 
determine C„. Note that Hsu (1967) obtained C„ from the follow-

Fig. 4 Bulk and wall temperatures with respect to axial distance for c = 
0 and Pe = 1000: , 0 m (bulk temperature); , &w (wall 
temperature) 

ing relation, which Pirkle and Sigillito (1972) proved to be incor
rect: 

f ' /2A„ u\ 
- ( ^ + ^J e U r , ORroV 

^ o 
C„ = . (16) 

J o 

The complete expression for the temperature now becomes 

0 ( r , x+) = ©.(r, x+) + 2 CnR„{r) exp(-A„*+). (17) 

The bulk temperature, the wall temperature, and the Nusselt num
ber are of interest and given by 

©,„(x+) = 4(1 + 4 A - B r ) ^ + , (18) 

&w(x+) = 4(1 + 4A-Br)x+ - 25 + A • Br 

N N 

+ £ C > „ exp(-A„x+) + X C„Rn(\) exp(-A„x+), (19) 
»=i «=i 

n - l n=l 

where /i„ = (4/Pe2)A„[/o R„{r)rdr] was introduced due to the 
presence of the term (4/Pe2) Jo (d9(r, 0)/dx+)rdr in the expres
sion @«(r, x+) (refer to Eq. (10)). 

4 Results and Discussions 

We performed our analysis for Pe = 5, 10, 100, 1000, with 
various values of Br and c = 0, 0.4, 0.6 over the range of 
0.001 :£ x+ :£ 1. About 300 eigenmodes are required to obtain a 
converged solution with the criterion (Nu"+I - Nu'VNu" < 10 - 5 

over the entire range of x+ except at the singularities; for this range 
of x+, the relative error was typically less than 10~4 for all values 

Nu 
©,„ - &,, 

(20) 

-25 + A • Br + 2 C„ix„ exp(-A„x+) + Y C„R„(l) exp(-A„x+) 
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Fig. 5 Local Nusselt number with respect to axial distance for Br a 0: 
, c = 0; , c = 0.4; , c = 0.6: (a) Br = 0; (b) Br = 0.5; (c) 

Br = 2 

of c. It is emphasized that these are the first results in the literature 
obtained as the solution to the Graetz problem not only for a 
Bingham plastic but also for a Newtonian fluid, which includes 
both axial conduction and viscous dissipation with uniform wall 
heat flux. 

4.1 Newtonian Fluid. Figures 2(a) and 2(b) show the local 
Nusselt number distributions for c = 0 neglecting viscous dissi
pation (Br = 0), compared with those obtained by Shah (1975) and 
Hsu (1967), respectively.2 As expected, when Pe increases, the 

curves approach that of infinite Pe reported by Shah (1975), who 
solved the problem of laminar Newtonian fluid by neglecting axial 
conduction. It can be seen that the present result is in good 
agreement with the result of Shah (1975) when Pe = 1000. 
Therefore, it is deduced that the effect of axial conduction on the 
Nusselt number can be neglected when Pe is larger than 1000. It is 
also shown from Fig. 2(b) that there exists a substantial difference 
between the present result and Hsu (1967) for Pe < 50. 

Figures 3(a) and 3(b) show the local Nusselt number distribu
tions for c = 0 and Pe = 1000, including viscous dissipation. 
These results also show good agreement with previous results of 
Ou and Cheng (1973) who ignored axial conduction for a New
tonian fluid. It is reminded that from Eq. (12) Br„ is again 2B/A, 
below which the singularity in Nu„ exists. For a Newtonian fluid 
(c = 0), it is — jj which is the same as Ou and Cheng (1973) 
reported. Then it can be clearly seen that for Br < -0.5 in Fig. 
3(b) the Nusselt number does not decrease monotonically and 
there are singularities in the Nusselt number distributions. 

The characteristics of Nu can be better understood by consid
ering the differences between the wall and bulk temperatures. 
Figure 4 shows the variations of the wall and bulk temperatures in 
the axial direction for Br = 0, - 0 . 1 , -0.2, -0 .3 , -0.4, -0 .5 , and 
-0.6 with Pe = 1000 and c = 0. It is of particular interest to note 
that, for Br = -0.5 and -0.6 (i.e., for Br < BrtT = -0.4583), the 
wall temperatures (Tw) become equal to the bulk temperatures 
(T,„) at some axial distances (x+ = (x+)*), respectively. Note 
also that © < 0 under a cooling condition means by definition 
(®(r, x+) = (T - Te)l(qwRlk)) that the temperature is larger than 
the entrance temperature because q„ is negative, which is equiv
alent to © > 0 under a heating condition. Thus, for a cooling 
condition, it is more convenient to represent the temperature in 
terms of -@ instead of © (Ou and Cheng, 1973). 

The increase of |Br| under cooling condition means by definition 
the decrease of heat removed at the wall, \q„\. For Br„ < Br < 0, 
the cooling effect on the wall dominates over the viscous dissipa
tion so that Tw < Tm < Te holds throughout the whole flow field 
(x+ > 0). Naturally, ©,„ > ©„,, resulting in Nu > 0 (see Fig. 3). 
For Br = Br„, the heat removed at the wall is equivalent to the 
heat generated by the viscous dissipation, resulting in ©„ = ©„,. 
The Nusselt number becomes infinite for this case, because the 
denominator of Eq. (12) becomes zero. For Br < Br„, the heat 
generation by the viscous dissipation dominates over the cooling 
effect on the wall (Ou and Cheng, 1973) and the fluid is rather 
heated in the downstream region of x+ = (x+)* where T„ = T,„. 
Therefore, for x+ > (x+)*, T„ > Tm and ©„ < @m (Fig. 4), 
resulting in Nu < 0 (Fig. 3(b)). 

may appear to be contradictory to this fact, if we do not consider carefully the 
definitions of dimensionless coordinates. Note that the nondimensional axial distance 
used in the present study is x* = x/Pe = (z/R)/P&. When we plot Nu with respect to 
x, we recover smaller Nu for smaller Pe. This problem has been also discussed in Min 
et al. (1997b). 

Bulk temperature 

0.0 0.1 0.2 0.3 

Physically, thermal boundary layer develops faster for smaller Pe. This means 
that Nu decreases for smaller Pe. Therefore, the present results (Figs. 2(a) and 2(b)) 

Fig. 6 Bulk and wall temperatures with respect to axial distance for Br = 
0.5 and Pe = 1000: , c = 0; , c = 0.4 
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Fig. 7 Local Nusselt number with respect to axial distance for Br < 0: 
, c = 0; , c = 0.4; , c = 0.6: (a) Br = -0.1;(fc)Br= -0.2; 

(c) Br = -0.5 

4.2 Bingham Plastic. Figures 5(a)-5(c) show the local Nus
selt number for Br = 0, 0.5, and 2 with respect to Pe and c. For 
Br = 0, the local Nusselt number does not vary significantly with 
respect to c for the whole range of x+ (Fig. 5(a)). However, when 
viscous dissipation is included (Br i= 0), the local Nusselt number 
is significantly affected by c in the entrance region, where the axial 
conduction effect is important. Qualitatively, for Br = 0 (Fig. 
5(a)), the shape of the Nusselt number is very similar to that with 
uniform wall temperature (Min et al., 1997a, b). When the viscous 
dissipation is excluded (Br = 0), Nu increases with an increase of 
c because the thickness of the boundary layer decreases (Fig. 5(a)). 
However, when we consider the viscous dissipation under heating 
condition (Br > 0), the heat transfer characteristics in terms of c is 

completely different. Figures 5(b) and 5(c) show that Nu rather 
decreases with an increase of c. This can be explained from the 
variations of the wall and bulk temperatures in the axial direction. 
For example, Fig. 6 shows the variations of the wall and bulk 
temperatures with respect to axial distance for Br = 0.5 and Pe = 
1000 with c = 0 and 0.4. It is noted that, with an increase of c, the 
increase of T„ becomes larger than that of Tm. It is because the 
heat generation by dissipation near the wall becomes larger due to 
the increased velocity gradient there. Thus Tw — Tm increases and 
Nu decreases with an increase of c, considering the definition of 
Nu = 2/(®„ - ©,„). 

Figures 7(a)-7(c) show the local Nusselt number for Br = —0.1, 
-0.2, and —0.5 with respect to Pe and c. For Br < 0 (cooling 
condition), the dependence of the Nusselt number on c is more 
complex than for Br > 0 (heating condition), because there exists 
a Br„ for each c. it is reminded that, Brcr = 2B/A = -0 .4583, 
-0.1944, and -0.0892 for c = 0, 0.4, 0.6, respectively. There
fore, in Fig. 7(a) for Br = —0.1, only curves for c = 0.6 have 
singularities. Similarly, in Fig. lib) for Br = —0.2, curves for c = 
0.4 and 0.6 have singularities and in Fig. 7(c) for Br = -0.5, all 
the curves of Nu for c = 0, 0.4 and 0.6 have singularities. It is 
also noted that as IBrl increases for a given c, the location of the 
singularity approaches the inlet, if it exists. It is because the wall 
temperature increases faster for larger IBrl, compared to the bulk 
temperature. However, the Nusselt number varies little with re
spect to Pe for x+ > 0.02, where the axial conduction effect is not 
so important. Through a similar analysis to the one given for the 
case of heating condition, it can be deduced that increasing c 
causes the increase of 7",,, to become larger than that of T,„, as 
shown in Figs. 8(a) and 8(b). In other words, with an increase of 

0.5 
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Fig. 8 Bulk and wall temperatures with respect to axial distance for 
Pe = 1000: , c = 0; , c = 0.4; , c = 0.6: (a) Br = - 0 . 1 ; (b) 
Br = -0.5 
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c for Br = —0.1, ©,„ - ©,„ becomes smaller and Nu increases 
because T„ < T„, < Te (Fig. 8(a)). However, for Br = —0.5, 
l®.v ~ ® J becomes larger and INul decreases when Nu is nega
tive because T„ > Tm (Fig. 8(b)). 

5 Conclusion 
Thermally fully developed flow as well as thermally developing 

flow (the Graetz problem) including both axial conduction and 
viscous dissipation have been investigated analytically for a Bing
ham plastic in a laminar pipe flow with uniform wall heat flux. In 
particular, the Graetz problem is solved by the method of separa
tion of variables, incorporating an approximate solution to the 
resultant eigenvalue problem, which is obtained by using the 
method of weighted residuals. 

For thermally fully developed flow, the temperature profiles and 
the Nusselt number are obtained. When c is zero and Pe —> °°, the 
solutions agree exactly with those reported in previous studies for 
Newtonian fluids. It has been found that the Nusselt number for a 
Bingham plastic is less affected by the Brinkman number for larger 
yield stress. For thermally developing flow, it is shown that vis
cous dissipation plays a significantly different role on heat transfer, 
depending on heating and cooling conditions, respectively. The 
Nusselt number for a Bingham plastic is not so significantly 
affected by the yield stress when viscous dissipation is excluded. 
However, the Nusselt number is significantly changed by the yield 
stress in the entrance region with the inclusion of viscous dissipa
tion, i.e., for Br > 0. Therefore, in the study on heat transfer of a 
Bingham plastic, it is emphasized that the viscous dissipation must 
be considered. 
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A P P E N D I X 

The Method of Weighted Residuals 
It is well known that the construction of an exact analytical 

solution to the eigenvalue problem of thermally developing flow is 
very difficult even in the case of negligible axial conduction. 
Although numerical solutions to the eigenvalue problem (5) are 
possible, higher modes of the system for large eigenvalues neces
sitate extensive computational effort, as Sellars et al. (1956) re
ported. Therefore, in this paper, an approximate solution to the 
eigenvalue problem (5) is obtained by the method of weighted 
residuals. 

We expand the eigenfunction R„ in terms of some known 
functions S,(r) which satisfy the boundary conditions, Eq. (5b) 
(Finlayson, 1972): 

N 

R„ = X c\n)Si(r), n = 1, 2, . . . , N, (Al) 
; = i 

where cf"' are undetermined coefficients. In the present study, we 
set S, = cos (i — l)irr. Integrating Eq. (5«) multiplied by the 
weight function wjt it can be written as (Finlayson, 1972) 

(rKYwjdr + ( p ^ + A 4 ) rR"Wjdr = °- (A2) 

J o ^ o 

In the Galerkin method, w) = St and Eq. (A2) becomes (for more 
details, see Finlayson (1972)) 

N 

2 (A J (+ AIBJ,+ A„C;,.)CJ"> = 0 , n = 1,2, . . . ,7V, (A3) 
i = i 

where AJh Bjh and Cn are elements of matrices such that 

Aj, = - rS-w'jdr, (Ma) 

1 f 
Bji = ^ 2 rS,Wjdr, (A4ft) 

J o 

f l u 
C,,= ^rSiW]dr. (A4c) 

•" o 

This can be turned into a 2/V X 2/V linear matrix problem by 
adding an unknown eigenvector d 

(-B°-A -B-cXS^d) ' (A5) 

where A = {A,,}, B = {fl,,}, and C = {Cj,}. Solving Eq. (A5), 
we can obtain N real positive eigenvalues and the corresponding 
eigenvectors. 
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Experimental Study of the Local 
Convection Heat Transfer From 
a Wall-Mounted Cube in 
Turbulent Channel Flow 
This paper presents some results of the experimental investigation of the local convective 
heat transfer on a wall-mounted cube placed in a developing turbulent channel flow for 
Reynolds numbers between 2750 < Re„ < 4970. Experiments were conducted using a 
specially designed cubic assembly made of heated copper core and a thin epoxy layer on 
its surface. The distribution of the local heat transfer coefficient was obtained from the 
surface heat flux evaluated from the heat input and computed temperature field in the 
epoxy layer, and from the surface temperature distribution acquired by infrared thermog
raphy. In parallel, the flow field was studied using laser doppler anemometer and flow 
visualizations, aimed at correlating the local heat transfer with the flow pattern and 
turbulence field. The complex vortex structure around the cube, in particular at the top 
and the side faces, caused large variation in the local convective heat transfer. The largest 
gradients in the distributions of the surface heat transfer were found at locations of flow 
separation and reattachment. Areas of flow recirculation are typically accompanied by a 
minimum in the heat transfer coefficient. It is argued that the local temperature rise of the 
air in the recirculation zone is caused by the trapped vortex, which acts as an insulation 
layer preventing the removal of heat from the surface of the cubes. In contrast, the 
intermittent reattachment of the low-temperature shear flow was found to produce large 
heat transfer coefficients. 

1 Introduction 

The convective heat transfer and flow field characteristics of 
heated surface-mounted prismatic obstacles in a channel flow is of 
both fundamental scientific and practical interest. Sharp-edged 
obstacles mounted on solid walls give rise to complex flow pat
terns with regions of flow separation, reattachment, and recircula
tion. The fundamental interest lies in understanding the interaction 
between these large-scale structures and the local surface heat 
transfer. From the application point of view, these geometries have 
a diagnostic value of practical relevance to the electronics industry, 
where local overheating is a major cause of technical failure on 
printed circuit boards. Avoiding component damage relies on 
accurate predictions of the local convective heat transfer, which 
requires detailed knowledge of the local flow patterns. Typically, 
the interior of an electronic cabinet is compact and geometrically 
complex with electronic components resembling prismatic obsta
cles. In spite of generally low fluid velocities, these configurations 
give rise to complicated flow patterns with regions of high-
turbulence intensities. Combined with the concentrated heat dissi
pation within the board-mounted elements, these unsteady, 
strongly three-dimensional flow patterns may cause a high non-
uniformity of the convective heat transfer, resulting in local hot 
spots. In this study, the local convective heat transfer from a single 
surface-mounted element, modeled as a cube obstacle placed in a 
developing channel flow, is investigated as a simplified, reference 
diagnostic case. 

In the past few decades, much research was already devoted to 
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the flow around bluff-bodies. Cubical geometries are often chosen 
as a reference. The literature review of Schofield and Logan (1990) 
showed that a consensus exists for the general flow features around 
a single wall-mounted cube. These features include: the horseshoe 
vortex, originating in the windward stagnation region at the base of 
the cube and extending downstream; two intense wall-bound vor
tices along the side faces; the vortex on top of the cube; and the 
near wake recirculation region. Hunt et al. (1978) discussed the 
applications of the topology principles to oil-film visualizations of 
the surface streaks to deduce the flow field around single wall-
mounted prismatic obstacles in boundary layer flows. This tech
nique allows to identify several characteristic flow features, such 
as the secondary structure of the horseshoe vortex, which are 
difficult to assert from single-point velocimetry measurements 
alone. The studies of Martinuzzi (1992), Larousse et al. (1991), 
Hussein and Martinuzzi (1996), and Martinuzzi and Tropea (1993) 
were focussed on the flow structure around a cube in a fully 
developed channel flow at the Reynolds number of ReH = 
40,000, based on the bulk velocity and the cube height. The 
channel-to-cube-height ratio was 2. In addition to the aforemen
tioned features, they showed that periodic vortex shedding existed 
in the wake and that the dynamic behavior of the flow in the 
horseshoe vortex region was bimodal, but nonperiodic. Hot-wire 
anemometry data (Castro and Robins, 1997) showed that the extent 
of the wake recirculation depends on the relative boundary layer 
thickness of the on-coming flow, which also determines whether or 
not the flow reattachment occurs on the obstacle top face. 

Several studies in the accessible literature focussed on distribu
tions of the local heat transfer coefficients for two-dimensional 
configurations. Examples include square cylinders suspended in a 
flow (Igarashi, 1986) and wall-mounted square bars (Igarashi, 
1986; Igarashi and Yamasaki, 1991; Aliaga et al., 1994; Lorenz et 
al., 1995). Other investigations deal with the convective heat 
transfer downstream of a step in the surface of a plate (Seban, 
1964), the heat transfer in the recirculation region behind a double 
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step (Filetti and Kays, 1967), and the heat transfer in the recircu
lation region on a blunt flat plate (Ota and Kon, 1974). In all these 
cited studies, a heated thin sheet of metal at the obstacle surface 
provided the local heat flux. The studies showed that for these 
two-dimensional geometries, flow impingement and separation 
had a significant impact on the local heat transfer coefficient. 
Regions of flow separation were typically characterized by low 
convective heat transfer, while regions where the flow reattached 
coincided with maxima in the local heat transfer coefficient. The 
constant heat flux method was used by Olsen et al. (1989) to 
measure local heat transfer coefficients at two faces of the cube. 
The coverage of the entire cube surface with these metal foils 
proved to be difficult. The heat transfer was also strongly nonuni
form in their case, in particular at the side face of the cube where 
the side vortex, enveloping the entire side face, caused the mono-
tonic increase in the heat transfer coefficient in the streamwise 
direction. 

To the knowledge of the authors, no results have been published 
on the direct measurement of the distributions of the local con
vective heat transfer for all faces of a single cube exposed to 
convective cooling. Natarajan and Chyu (1991, 1994) investigated 
the local mass transfer from a single wall-mounted cube in a 
boundary layer flow with the naphthalene sublimation method for 
a cube in a boundary layer flow {81H = \, 8 is the boundary layer 
thickness and H is the cube size). The heat transfer was then 
derived from a mass/heat transfer analogy. The Reynolds numbers, 
based on the cube height and freestream velocity, ranged between 
3.1 X 104 and 1.1 X 105. They observed significant differences in 
the mass transfer rates for the different cube faces which were 
directly related to the complex flow structure around the cube. 

Much more research was devoted to the element-averaged con
vective heat transfer from isothermal obstacles. A stndy of the 
convective heat transfer for an isolated single protrusion in channel 
flow was performed by Roeller et al. (1991), for Reynolds numbers 
based on the channel height between 500 and 10,000, which 
included variation of obstacle dimensions, geometry, and blockage 
ratio. The results showed that the averaged heat transfer coefficient 
increases with increasing blockage ratio mainly due to local flow 
acceleration. Nakayama and Park (1996) studied the conjugate 
heat transfer from a wall-mounted block in channel flow both 
experimentally and numerically for Reynolds numbers between 
2200 to 16,000 for two different situations: a heated copper block 
on an adiabatic wall and an adiabatic block on a heated wall. They 
found that the conjugate effects were strong and that the local 
convective heat transfer from the channel wall was closely related 
to the three-dimensional flow field around the protrusion. Morris 
and Garimella (1996) studied the thermal wake downstream of a 
three-dimensional obstacle in a water tunnel flow for uniform inlet 
conditions and Reynolds numbers between 500-1000 (laminar) 

and 10,000-25,000 (turbulent). Mean flow patterns were deduced 
from flow visualization experiments. It was shown that buoyancy 
affected the thermal wake structure only for the lower Reynolds 
number cases. Recently, Chyu and Natarajan (1996) performed a 
comparative study on the local mass transfer characteristics on the 
base surface of three-dimensional basic geometries (cylinder, 
cube, diamond, pyramid, and hemisphere) placed in a boundary 
layer flow at a Reynolds number of 17,000, based on the object 
height. The results showed a mass transfer enhancement especially 
in vicinity of the horseshoe vortex system and wake vortices 
downstream of the protrusions. 

From the foregoing literature review, it is seen that the flow 
around a single surface-mounted cube was documented in great 
detail mainly for Reynolds numbers typically an order of magni
tude higher than those encountered in electronic cooling applica
tions. This lower Reynolds number range is the primary interest of 
our study. Hence, the flow field in the Reynolds number range 
2750 < ReH < 4970, where Re„ is based on the cube height and 
the bulk velocity, is investigated using oil-film visualization, 
smoke visualization, and laser doppler anemometry (LDA). It is 
observed that several large-scale flow features are, superficially at 
least, similar in this case as in the high Reynolds number case 
which is well documented in the literature. However, it is impor
tant to note that at least four important differences exist. First, 
unlike the case in the fully developed turbulent channel flow, the 
flow in the present case reattaches at the top and side faces of the 
cube. It will be shown later in the paper that the location of the 
flow reattachment points has a major effect on the local convective 
heat transfer. Second, as a result of the flow reattachment on the 
top face, the wake recirculation region is shorter in the present 
study, which affects the curvature of the shear layer and, in turn, 
the vortex shedding dynamics. A third difference between the two 
cases is found in the vortex shedding frequency: The Strouhal 
number was 0.095 for the present case versus 0.14 for the fully 
developed case. Finally, the windward separation point is much 
further upstream than for the fully developed case while the 
stagnation point on the obstacle front face is lower, indicating that 
the horseshoe vortex is smaller at lower Reynolds numbers. 

Since the flow around single wall-mounted cubes is well docu
mented, it suffices to discuss only the major differences between 
the high and low Reynolds number flows. Further, some relevant 
flow aspects will be highlighted to facilitate the interpretation of 
the convective heat transfer. The focus will primarily be on the 
discussion of distributions of the local convective heat transfer for 
cubes in a low Reynolds number turbulent channel flow. In addi
tion to providing a comprehensive data set for benchmark pur
poses, we attempt to describe the interaction between the flow and 
surface heat transfer as well as to identify similarities or dissimi
larities between momentum and heat transfer. 

Nomenclature 

A, B = coefficient 
D = channel width, m 
/ = frequency, Hz 

h„d, h = adiabatic heat transfer 
coefficient, W/m2K 

h = average heat transfer 
coefficient, W/m2K 

H = cube size, mm 
Re8 = UQIv = Reynolds number based 

on momentum thick
ness 

ReH = u„Hlv = Reynolds number based 
on cube height 

St = fHluB = Strouhal number, based 
on bulk velocity 

Tad — adiabatic component 
temperature, °C 

surface temperature, CC 
mean velocity in 
^-direction, m/s 

uB — bulk velocity, m/s 
/T„/p = shear velocity, m/s 

{/„ = freestream velocity, m/s 
~uPI = Reynolds normal stress 

in ^-direction, m2/s2 

w77 = Reynolds normal stress 
in z-direction, m2/s2 

x = coordinate in streamwise 
direction, m 

y = coordinate in span direc
tion, m 

z = coordinate in normal 
direction, m 

Greek Symbols 

5 = boundary layer thickness, m 
6 = momentum thickness, m 
A = thermal conductivity, W/mK 
v = kinematic viscosity, m/s2 

p = fluid density, kg/m3 

T„, = wall shear stress, N/m2 

<Kond = conductive heat flux at surface, 
W/m2 

<Konv = convective heat flux, W/m2 

4>",d = radiative heat flux, W/m2 
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D = 50 mm 
H = 15 mm 

Fig. 1 A three-dimensional view of the wall-mounted cube in the channel with the coor
dinate system used and a detailed drawing of the measurement cube assembly 

2 Experimental Details 
The experiments were carried out in a two-dimensional wind 

tunnel of height D = 50 mm and of width 600 mm. A cube with 
dimension H = 15 mm (D/H = 3 . 3 ) was placed on one of the 
walls along the channel centerline. In-flow conditions were con
trolled by tripping the boundary layer 75 cm upstream of the'cube 
leading face. A sketch of the experimental configuration and the 
Nomenclature are given in Fig. 1. The x, y, and z-coordinates 
denote the streamwise, normal, and spanwise direction, respec
tively. The different faces are classified as front face, side faces, 
top face, and rear face. A detailed drawing of the measurement 
assembly is also given in Fig. 1. This measurement cube consists 
of a 12-mm cubical copper core covered by a thin epoxy layer 
machined to 1.5-mm uniform thickness. The high thermal conduc
tivity of the heated copper core allowed its temperature to be kept 
uniform within 0.05°C. The three-dimensional temperature distri
bution in the epoxy substrate was obtained by solving the conduc
tion problem with temperature boundary conditions for the internal 
surface (the uniform copper temperature) and the outer surface (the 
temperature distribution acquired from Infrared thermography). 
The local mean conductive heat flux at the surface of the cube is 
determined from the local mean temperature derivative normal to 
the surface. At the surface, equilibrium of heat fluxes yields the 
local convective heat flux 4>"onv, and thus the adiabatic heat transfer 
coefficient, 

</>" 
(1) 

where the difference between the conductive heat flux, 0"ond and 
the radiative heat flux <̂>"ad denote 4>"om; Tsm and Tad denote, 
respectively, the surface and the adiabatic temperatures. The local 
radiative heat flux was approximated from the Stefan-Boltzmann 
relationship using the local surface temperature, the surface emis-
sivity, and the ambient temperature. The adiabatic temperature is 
defined as the surface temperature (and thus the local ambient 
temperature) of an element in the adiabatic situation. For these 
single cube experiments, Tad corresponds to the inlet temperature 
of the air stream (Moffat and Anderson, 1990). A detailed discus
sion of the experimental techniques and calibration methods are 
discussed in Meinders et al. (1997, 1999) and Meinders (1998) and 
here we summarize in brief the major aspects. 

The surface temperature distribution was acquired using an 
infrared (IR) imaging system, mounted at a 45-deg scan angle to 
enable the measurement on the lateral faces of the cube. A major 
difficulty in measuring surface temperature distributions of small 
three-dimensional bodies is maintaining high accuracy and large 
depth of field without reducing the spatial resolution. This problem 
was resolved by using a restoration technique for infrared images 
with a Wiener filter. This technique is based on the measured 
two-dimensional optical transfer function, which is a characteristic 
of the used infrared imaging system. The cube surface is coated 
with a thermal black paint of emissivity 0.95 to enhance thermal 
radiation. This experimentally determined emissivity is uniform 

for scan angles up to approximately 60 deg. An in situ calibration 
was used to account for miscellaneous environmental contribu
tions to the total received radiosity and relate the local emitted 
intensity and surface temperature distribution. 

The estimated accuracy of the heat transfer coefficients is within 
five to ten percent based on the analysis using the standard single 
sample uncertainty estimation method (Moffat, 1988). The local 
convective heat transfer is determined directly from the local 
conductive heat fluxes. Hence, the overall accuracy depends 
strongly on the accuracy of the surface temperature measurements 
which are within 0.4°C using infrared thermography with in situ 
calibration and image restoration. This accuracy was verified using 
liquid crystal thermography. The spatial accuracy of the thermog
raphy measurements is within 0.5 mm. The uncertainties of the 
ambient and adiabatic reference temperatures (within 0.5°C) have 
little impact on the overall accuracy. The other main contributions 
to inaccuracy include: the machining tolerance for the epoxy layer 
thickness (<1 percent); the thermal conductivity of the epoxy 
substrate (A = 0.24 ± 2 percent W/mK); and the copper core 
temperature measured with an embedded thermocouple (±0.1°C). 

Qualitative information of the flow field was obtained via flow 
visualizations. A two-component back-scatter LDA system (TSI 
9230/9201) was used to obtain mean and instantaneous flow field 
details around the obstacle. The maximum overall experimental 
uncertainty is estimated to be five percent for the mean velocities 
and ten percent for the Reynolds stresses based on methods re
viewed in the literature (Absil, 1996; Durst et al, 1976). Reference 
is made to Meinders (1998) for a more detailed discussion of the 
LDA results and technique used. 

3 Characterization of Channel Flow 
The laminar-turbulent boundary layer transition was forced by a 

tripping strip located on the channel floor 75 cm upstream of the 
cube. The resulting flow consisted of a developing turbulent 
boundary layer on the floor and an almost laminar boundary layer 
at the opposing wall while the core flow remained uniform. The 
core stream velocity gradient dUJdx was 0.67 1/s. The momen
tum thickness 0 at the floor was used to determine a local Reynolds 
number Re0. In the absence of the cube, Refl = 660 at x = 0 which 
is the location of the cube leading edge. Profiles of the mean 
velocity and second moments were measured at five locations in 
the streamwise direction which included three positions upstream 
and two downstream of the cube. Log-law fitting, as proposed by 
Coles (1962), was used to determine the shear velocities u,. The 
mean velocity gradients evaluated from the measured velocity 
profiles close to the wall agreed with Coles method within about 
five to ten percent. These shear velocities were used to nondimen-
sionalize the mean velocity and the v-coordinate. A typical value 
for the shear velocity is u, = 0.25 m/s at x = 0. The dimension-
less mean velocity ulu, and turbulent intensities \Zun/u^ are 
plotted on a semi-log scale in Fig. 2 and compared with results of 
Erm et al. (1978) for Re„ = 617. Although these measurements 
represent a turbulent developing boundary layer in the absence of 
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Fig. 2 Velocity profiles and turbulence Intensities scaled with inner variables for different 
Reynolds numbers; comparison between present data and literature (Erm et al., 1978) 

a pressure gradient, they are in good agreement with the present 
data. 

A consistency check was conducted by verifying conservation 
of mass at the five subsequent stations. The mass flow was ob
tained from a numerical integration yielding an average mass flow 
rate of 0.262 kg/s per unit area. The average bulk velocity, derived 
from the ratio of the mass flow rate and the integration area, was 
4.47 m/s. The discrepancies in the bulk velocities between the five 
profiles were within one percent. The Reynolds number based on 
the averaged bulk velocity (4.47 m/s) and the cube height was 
Re,, = 4440. 

4 Results and Discussion 

4.1 Flow Field. The flow field structure around the single 
cube in the turbulent developing channel flow was deduced from 
the LDA measurements and complementary information obtained 
from the flow visualization experiments. The LDA measurements 
were conducted at Re„ = 4440. The flow visualizations were 
performed for 2000 < Re„ < 7000. The results were indepen
dent of Re„ in the range studied. 

4.1.1 Time-Averaged Flow Field. The flow field in front of 
the cube is characterized by the horseshoe vortex system which 
originates at the base of the windward stagnation region and 
extends downstream along the channel floor past the sides of the 
cube. The surface imprint of this system can be observed from the 
oil-film results of Fig. 3. The location of the main horseshoe vortex 
is denoted by the pigment pattern marked A. Secondary vortices at 
the upwind base of the main structure result in clear pigment 
patterns. The flow separation line originates at the saddle point Sfc, 
located approximately 1.4 cube heights upstream of the leading 
face, and is delimited by the pigment line extending laterally and 

then downstream from this point. This location differs from the 
high Reynolds number case of Martinuzzi et al. who found the 
separation line to be at one cube distance H upstream. A separation 
saddle is also observed close to the windward face (marked SJ . 
The flow pattern in the wake recirculation region is dominated by 
an arch vortex. This structure results in the two vorticity concen
tration nodes marked B in the oil-film results in Fig. 3, which are 
the two counterrotating footprints of the arch-shaped vortex. The 
shear layer separates at the top leading edge and reattaches at 
approximately 1.5// downstream of the trailing face, x/H = 2 . 5 
(marked with C in Fig. 3). The top face is characterized by a bound 
vortex in the vicinity of the leading edge. The oil-surface image of 
Fig. 3 shows two counterrotating vorticity concentration nodes 
marked D, which are attributed to the footprints of this vortex. The 
two sides of the cube show a symmetric pattern with vortex tubes 
close to the leading edge, confined by the main stream and the 
cube. These vortex tubes have origins at the nodes close to the 
leading edge corner on the channel floor marked E in Fig. 3. The 
time-averaged vortical pattern around the single wall-mounted 
cube is sketched in Fig. 4. The horseshoe vortex, top, and side 
vortices and the wake vortex are clearly identifiable from the 
sketch. 

LDA data of the mean streamwise velocity u and the Reynolds 
normal stresses in the streamwise and spanwise direction, w77 and 
w' , respectively, are plotted in Fig. 5(a), (c), and (e) for five 
heights at the front centerline (upstream) of the cube. The location 
of the horseshoe vortex can be identified as the region of negative 
streamwise velocities and extends up to approximately half of the 
cube height. The peaks in the Reynolds normal stresses M77 coin
cide with maximum turbulence production areas due to large 
velocity shear gradients and bimodal behavior. LDA measure
ments in the wake region are given in Fig. 5(b), (d), and (/) for 
zlH = 0 at five different heights ylH. The flow recirculation 
induced by the arch vortex appears as negative mean velocities. 

Fig. 3 Visualization of the surface flow pattern using the oil-film tech- Fig. 4 "Artist's impression" of the flow structure around the single cube 
nique. Flow is from left to right. in a turbulent channel flow 

Journal of Heat Transfer AUGUST 1999, Vol. 121 / 567 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.12 

0.08 

n'Vv.% 
0.04 

0 

'W 
-

-

3 
a a D 

- 2 

x/H 

o 

<t) 6 

° # S 
M^ 3 

6 a«ff l^ 
- 1 0 

0.06 

0.03 

0.02 

wl2/u% 

0.01 

(e 

«-3 

:i n • 

- " - - 2 -

i / J ? 

t 8 
n 

/ % 

, - i t 
z/t f 

Fig. 5 Profiles of ii(a), u'1 (c), and n/2 (e) upstream of the obstacle along 
(+) y/H = 0.07, ( O W H = O . l ^ ) y/H = 0.13, (A) y/H = 0.3, and ( • ) y/H = 
profiles of u (b),iT{d), and v/2 (r) downstream of the obstacle along z/H 
y/H = 0.9, (O) ylH = 0.7, (x) ylH = 0.5, (A) ylH = 0.3, and (Q) y/H = 0.1 

2/H = 0; 
0.5 and 

= 0; (+) 

The reattachment point, obtained from an extrapolation of the 
separation line to the channel floor, is found at x/H = 2.4-2.5, 
which is in agreement with the oil graphite observations. As would 
be expected, the magnitude for u' and v / 7 are high in the shear 
layer (y/H = 0 . 7 and 0.9). Downstream of the reattachment point 
(x/H = 2.5), the shear layer has broadened significantly due to 
diffusion and the turbulence level is decaying. 

4.1.2 Vortex Shedding. The frequencies of the velocity fluc
tuations associated with the vortex shedding phenomenon were 
determined from the peaks in power density spectra of the span-
wise velocity component. The spectra showed peaks centered 
around the predominant frequency indicating that the large-scale 
coherent structure contains a substantial amount of the turbulent 
kinetic energy, Fig. 6. The wake frequencies were measured for the 
Reynolds number range in which the convective heat transfer 
measurements were performed. These frequencies are expressed in 
terms of the dimensionless Strouhal number St (St = fH/uB, where 
/ is the frequency and uB is the bulk velocity). The results are 
plotted versus the Reynolds number ReH in Fig. 7 yielding an 
average value of St = 0.095. From the constant Strouhal numbers 
it can be concluded that the results are independent of the Reyn
olds number. This value differs significantly from the Strouhal 
number St = 0.145 found by Martinuzzi (1992) for the single cube 
in the fully developed channel flow at Re„ = 40,000, and a 

channel-height-to-cube-height ratio of 2. It is believed that these 
effects are caused by different levels of the freestream turbulence, 
which was much higher in the fully developed case. Another 
reason may be the difference in aspect ratios which impose dif
ferent blockage effects. 

4.2 Heat Transfer. Distributions of the local heat transfer 
coefficient are discussed for channel flow bulk velocities of 2.8, 
3.2, 4.0, 4.5, and 5.0 m/s which correspond to Reynolds numbers 
ReH = 2750, 3200, 4000, 4440, and 4970. As was demonstrated 

Fig. 6 Spectral power density function of the w velocity measured at the 
location x/H = 2.7, y/H = 0.5, and z/H = 0.5 (ReH = 5305) 
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Fig. 7 Strouhal numbers (St = fH/uB) as a function of the Reynolds 
number 

from the LDA (vortex shedding measurements) and visualization 
experiments, the flow field is essentially independent of ReH for 
this range of Reynolds numbers. The temperature of the internal 
copper core was adjusted to 75.0°C, which was regulated through 
a feedback loop to the supplied power. The inlet temperature of the 
air was kept at 21 °C. 

Verification of the accuracy of the IR thermography was made 
by comparing the surface temperature distributions with liquid 
crystal (LC) temperature measurements. In order to allow direct 
quantitative comparison, measurements were conducted for both 
thermographic techniques with identical experimental conditions 
(i.e., inlet temperature, power input, bulk airspeed). A mixture of 
five different LCs was used. The calibration of the LCs was based 
on the a priori known temperature field of the calibration set-up 
and incorporated the angle of view, the source of illumination, etc. 
It yielded five objectively determined isotherms, i.e., the sharp 
transitions between the green and red appearance at 47.6, 55.8, 
60.6, 65.3, and 72.8°C. The spatial and temperature accuracy of 
the LC measurements are 0.5 mm and 0.4°C, respectively. Al
though restricted in spatial resolution, the LC measurements pro
vide good absolute accuracy for validation of the infrared mea
surements. Results for two Reynolds numbers, ReH = 3200 and 
4440, are shown in Fig. 8 along path ABCDA, which is a plane 
parallel to the mounting base at ylH = 0.5, and path ABCD which 
denotes a plane perpendicular to the mounting base at zlH = 0. 
The LC measurements, only available at discrete locations at the 

cross sections of isotherms, are indicated with A and • for ReH = 
3200 and 4440, respectively. Profiles of the infrared temperature 
measurements are denoted by O and X, for Re„ = 3200 and 4400. 
For both Reynolds numbers, the temperature measurements ob
tained with these techniques coincide within the experimental 
uncertainty of 0.4°C. 

Surface temperature distributions on the five faces exposed to 
airflow are represented as isotherm maps in Fig. 9 (the five faces 
are folded out and mapped in one plane). The isotherm plots for the 
five Reynolds numbers studied are very similar. It is, therefore, 
reasonable to assume that the surface heat transfer and flow field 
are qualitatively similar throughout the Re„-range studied, as was 
already suggested from oil-film visualizations and LDA measure
ments. Since the cubes are mounted vertically, it is important to 
note that the isotherm distributions are symmetric. These results 
indicate that buoyancy effects are negligible, which is to be ex
pected since the ratio of the Grashof number to the square of the 
Reynolds number is significantly smaller than one. 

4.2.1 Averaged Convective _ Heat Transfer. The cube-
averaged heat transfer coefficient h is given on log-log scale in Fig. 
10 as a function of ReH. It is defined as the ratio of the cube-
averaged convective heat flux and the difference between the 
cube-averaged surface temperature and the reference temperature. 
The cube-averaged heat flux and surface temperature were deter
mined by integrating the measured distributions over the five 
exposed cube faces. The linear regression of the data points sug
gests a fit of the type h = A(Rew)" which is widely adopted for 
forced convective heat transfer problems. A and B denote con
stants. For the present study, the coefficient B had a value of 0.65 
as compared to 0.626 from the naphthalene sublimation experi
ments of Chyu and Natarajan (1991) and Natarajan and Chyu 
(1994). Although the Reynolds number range considered in their 
study differed approximately one decade from the present Reyn
olds number range, the exponent is in good agreement. The face-
averaged heat transfer coefficients are based on the face-integrated 
convective heat flux and the face-averaged surface temperature. 
The results, also given in Fig. 10 as a function of ReH, are also 
linearly dependent on Re„ (when plotted in log-log coordinates). 
The high heat transfer coefficient at the front face is indicative for 
the impinging flow present at the front face. The low-temperature 
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Fig. 8 Surface temperatures along path ABCDA (upper plot) and along path ABCD 
(lower plot) for ReH = 3200 and Re« = 4440, respectively; comparison between LC (A 
and D) and infrared thermography (lines with O and x) 
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Fig. 9 Infrared surface temperature maps for Reynolds numbers Re„ = 2750, 3200, 4000, 4440, and 4970. Flow 
is from left to right. 

oncoming flow causes high rates of convective heat transfer. The 
average heat transfer at the remaining faces is of comparable order 
of magnitude but markedly smaller (about 50 percent) than that at 
the front face. The enthalpy of the fluid entrained in the strong flow 
recirculation over these faces increases, resulting in a reduction of 
the convective heat transfer. The top face has the lowest averaged 
heat transfer coefficient. Besides the strong top vortex found at this 
face, it is assumed that a blockage effect is present. The channel 
roof imposes a significant constraint since the channel-width-to-
cube-size ratio was 3.4. Although flow is trapped over the top face 
of the cube, the corresponding flow rate is somewhat smaller than 
that along the side faces. A further effect which intensifies the 
convective heat transfer at the sides is vortex shedding from the 
trailing side edges. Chyu and Natarajan (1991) and Natarajan and 
Chyu (1994) found exponents between B = 0.538 (front face) and 
B = 0.666 (side face) for the different faces of the cubical 
obstacle, which are in reasonably good agreement with the present 
results. 

4.2.2 Distributions of the Local Convective Heat Transfer. 
Profiles of the surface temperature and the heat transfer coefficient 
are given in Figs. 11 and 12 along path ABCDA and path ABCD, 
respectively. The local heat transfer coefficients were made dimen-
sionless with the cube-averaged heat transfer coefficient h. The 
coinciding profiles again illustrate that similarity is verified and 
that the flow field determined for ReH = 4440 applies for the 
whole range of Reynolds numbers considered for the heat transfer 
measurements. The temperature profiles are added to support the 
discussion on the marked variations in the local convective heat 
transfer. 

Front face. From the flow study it was found that the oncom
ing flow impinges at the front face leading to a flow stagnation 
point at about y/H « § along the symmetry line zlH = 0. Flow 
impingement generally causes a large and uniform convective heat 
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Fig. 10 Cube-averaged and face-averaged heat transfer coefficients as 
a function of the Reynolds number ReH; (—O—) cube average, (+) side 
(N), (x) front, (A) side (S), (O) rear, and (O) top. The solid line denotes the 
relation h = A(ReH)0Ss. 

transfer around the stagnation point, as is clearly seen in the 
profiles along path ABCDA and ABCD, section BC and CD, 
respectively. The small minimum in the heat transfer coefficient, 
found at the foot of the front face close to the mounting base (see 
Fig. 12) corresponds to the center of the horseshoe vortex while h 
slightly increases towards the channel floor, point D, which is in 
opposite direction to the local fluid velocity in the horseshoe 
vortex. The study of the flow field revealed that the Reynolds 
normal stresses (or turbulent kinetic energy) showed large peaks in 
the proximity of the horseshoe vortex. The peaks in the Reynolds 
normal stresses coincided with maximum turbulence production 
areas due to large velocity shear gradients. Furthermore, the un
stable behavior of the horseshoe vortex contributed to the in
creased turbulence production. Since this region was identified as 
an area of minimum convective heat transfer, it is suggested that a 
dissimilarity existed between the heat and momentum transfer: 
Although the level of turbulence generally intensifies the heat 
transport leading to higher h values, this does not apply for the 
horseshoe vortex region. An explanation for this departure was 
sought in the local fluid temperature. The rotational behavior of the 
horseshoe vortex caused the residence time of the fluid in the 
vortex to be high, allowing the local fluid temperature to increase 
and, in turn, reducing the local convective heat transfer. Further, 
heat leakage via conduction from the cube through the mounting 
base might cause a slight increase in temperature of the base plate 
upstream of the cube. The rotating horseshoe vortex was, there
fore, also heated by this secondary effect, although the effect was 
estimated to be smaller then five percent (estimated from a global 
energy balance). An opposite observation was made around the 
stagnation point. Although the heat transfer coefficients are high 
and rather uniform, the turbulent kinetic energy was moderate 
compared to that measured in the horseshoe vortex region. But for 
this area, the high-velocity and low-enthalpy impinging flow 
caused a beneficial convective cooling. 

Similar observations were made by Chyu and Natarajan (1991) 
and Natarajan and Chyu (1994) for distributions of the mass 
transfer coefficient of a cube in a thin boundary layer flow at 
Reynolds numbers between 3.1 X 10" and 1.1 X 105. The horse
shoe vortex region was also indicative for lower mass transfer 
coefficients while the remainder of the front face exhibited a nearly 
constant mass transfer rate. 

Rear face. The convective heat transfer from the leeward face 
of the cube was almost uniform, except for the local maximum at 
the cube upper edge (see partition DA and AB in Fig. 11 and Fig. 
12, respectively). The flow on this face was dominated by the 
arch-shaped vortex. Although the turbulence intensity was rather 
low in the core of the vortex (destabilization) the outer region of 
the vortex was rather turbulent because of the vortex shedding and 
turbulence production due to large average velocity gradients. 
Partially due to the mechanism of vortex shedding, the recircula
tion of fluid in the wake resulted in more efficient mixing which 
led to higher and more uniformly distributed local fluid tempera
tures. This in turn caused uniform distributions of the local heat 
transfer coefficients. The local maximum at the cube upper edge of 
the leeward face is explained by entrainment of cold air along the 
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Fig. 11 Surface temperature and heat transfer coefficient distributions along path 
ABCDA parametric in Reynolds number; (+) ReH = 2750, (O) ReH = 3200, (x) Rew = 
4000, (A) ReH = 4440, and ( • ) Re„ = 4970 

shear layer over the top face. This locally benefited the convective 
heat transfer. 

Chyu and Natarajan (1991) and Natarajan and Chyu (1994) 
reported different local mass transfer coefficients at the rear face of 
the cube. While in the present study the distributions of h were 
more or less uniform except in the vicinity of the upper top edge, 
where a local maximum and sharp minima at the edges were 
found, the mass transfer coefficient distributions showed uniform 
coefficients across the entire face with exception of a maximum 
towards the channel floor. They argued that close to the channel 
floor, high-rotational fluid from the horseshoe vortex is entrained 
into the wake region leading to a local maximum in the mass 
transfer. The shear layer reattachment, as found to be the primary 
mechanism at the side faces in the present study, caused the flow 
to be directed away from the side walls, and therefore, such a 
pronounced entrainment was not detected. 

Side faces. The profiles of the heat transfer coefficients at the 
side faces are shown between AB and CD of path ABCDA in Fig. 
11. A local minimum is found at the upstream part of the side face 
and a local maximum exists downstream, close to the trailing side 
edge. The variation in h along the face is up to 100 percent. The 
mean flow separated at the leading side edge and reattached 
downstream at the side face at approximately xlH = 0.9. How
ever, the instantaneous behavior of the flow was strongly affected 
by vortex shedding, which resulted in intermittent quasi-periodic 
separation and reattachment along the sides. The side vortex, 
therefore, fluctuated somewhat around an equilibrium state. From 
the ft-profiles in Fig. 11 it is seen that the location of minimum heat 
transfer coefficients corresponds to that of the vortex core. This 
center of the vortex is associated with a region of high-wall shear 
stress. According to Reynolds analogy, regions of high-wall shear 
stress should imply large heat transfer coefficients and this obser-

REAR TOP FRONT 

B C 

location on path 

Fig. 12 Surface temperature and heat transfer coefficient distributions along path 
ABCD parametric in Reynolds number; (+) ReH = 2750, (O) ReH = 3200, (x) ReH = 4000, 
(A) ReH = 4440, and ( • ) ReH = 4970 
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vation thus suggests that Reynolds' analogy fails locally. An 
explanation is again found in the local fluid temperature in the 
vortex. Heat is convected in the recirculation region, leading to an 
increased fluid temperature and, therefore, acting as a kind of 
insulation layer. This buffer prevents beneficial convective heat 
transfer. On the contrary, the intermittent flow reattachment con-
vects relatively cold surrounding fluid to the surface together with 
strong velocity fluctuations normal to the wall. This mechanism 
causes the convective heat transfer intensification observed from 
the local maximum of the heat transfer coefficient in the proximity 
of the reattachment point (x/H = 0.9). The areas around flow 
reattachment are characterized by low-wall shear stresses, and 
contrary to Reynolds analogy, it is the large-velocity fluctuations 
normal to the wall as well as the low-enthalpy fluid which intensify 
the local removal of heat. 

The mass transfer coefficients of Chyu and Natarajan (1991) and 
Natarajan and Chyu (1994) showed a slight increase in streamwise 
direction. This was caused by the flow recirculation which envel
oped the entire side face. The oncoming flow conditions prevented 
the separated shear layers to reattach on the side faces. Therefore, 
the gradients remained moderate in contradiction to the present 
results which were primary dominated by the flow separation and 
subsequent reattachment. 

Top face. Profiles of the heat transfer coefficients of the top 
face are shown in Fig. 12, between BC. These profiles show large 
spatial streamwise gradients: The heat transfer coefficients drop to 
a minimum and recover downstream to reach the plateau of max
imum heat transfer coefficient. Similarly to the side faces, the 
vortex over the top face dictates the local heat transfer. It was 
concluded from LDA-measurements that no detectable vortex 
shedding occurred from the top trailing edge. Instabilities in the 
flow over the top face did not lead to vortex shedding since the 
necessary second shear layer was absent. Further, it is also be
lieved that due to the vicinity of the opposing channel wall (roof) 
and the channel floor possible flow oscillations were suppressed. 
Despite that, the separated top shear layer reattached intermittently 
at approximately x/H = 0.9 at the top face. This caused local heat 
transfer intensification and led to the local maximum in the con
vective heat transfer towards the trailing edge. Again, a local heat 
transfer minimum is observed in an area of high-wall shear stress 
(on the wall directly below the bound vortex core) and a maximum 
in an area of low-wall shear stress (the reattachment region). 

Chyu and Natarajan (1991) and Natarajan and Chyu (1994) 
observed monotonically increasing mass transfer coefficients in 
streamwise direction at the top face which they attributed to the 
recirculation of the top vortex enveloping the entire face. Again the 
significant differences in the local heat/mass transfer distributions 
are caused by the different oncoming conditions. 

5 Conclusion 

The experimental work presented in this paper was primarily 
focused on the local convective heat transfer from a single surface-
mounted cube placed in a developing low Reynolds number tur
bulent channel flow. This flow displayed some noticeable differ
ences as compared to the fully developed high Reynolds number 
channel flow, studied by Martinuzzi (1992). We found shear layer 
reattachment at the side and top faces of the cube while this was 
absent in the fully developed case. Further, the flow reattachment 
at the channel floor downstream of the cube occurred at a shorter 
distance than in the fully developed channel flow. The flow dy
namics is also different as reflected in different vortex shedding 
frequencies. Although the present flow is qualitatively comparable 
to the fully developed channel flow, these noticeable differences in 
the flow have a significant effect on the local convective heat 
transfer from the cube. 

At the windward face it was observed that the heat transfer 
coefficient is uniform about the stagnation point, as found com
monly for impinging flows. A local heat transfer minimum was 

found close to the base corner corresponding to the position of the 
horseshoe vortex core. Although this location coincided with an 
area of high-wall shear stresses it was argued that the local in
crease in the fluid temperature prevented a beneficial removal of 
heat. Flow separation occurred at the leading side edges and flow 
instabilities caused significant vortex shedding behind these faces. 
The maximum of the heat transfer coefficient occurred in the 
proximity of the reattachment points, where the wall shear stress is 
small, but the velocity fluctuations normal to the wall are large. 
Minima in h were found below the recirculation vortex cores, 
where the wall shear stress approaches its maximum, but where the 
local fluid temperature is locally higher. The increased temperature 
of the flow recirculation acted as an insulation layer and prevented 
convective removal of heat. Similar features were found at the top 
face, although random flow instabilities (rather than vortex shed
ding) caused the maxima in the heat transfer coefficient close to 
the trailing edge. The arch vortex in the wake of the cube caused 
fairly uniform distributions of the local convective heat transfer. 

The major findings are significant differences in the convective 
heat transfer (up to 100 percent) observed at the five faces of the 
cube. The differences were attributed to the structure of the tur
bulent velocity field around the cube. Strong local shear does not 
necessarily correspond to high surface heat transfer: The trapped 
fluid in a flow recirculation gains in temperature, decreasing thus 
far the local heat removal. Although marked differences were 
observed between the distributions of the mass transfer coefficient 
for a single cube in a boundary layer flow (Chyu and Natarajan, 
1991; Natarajan and Chyu, 1994), the trends are similar. 
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Transition of Chaotic Flow in a 
Radially Heated Taylor-Couette 
System 
Numerical simulations have been performed to study the stability of heated, incom
pressible Taylor-Couette flow for a radius ratio of 0.7 and a Prandtl number of 0.7. 
As Gr is increased, the Taylor cell that has the same direction of circulation as the 
natural convection current increases in size and the counterrotating cell becomes 
smaller. The flow remains axisymmetric and the average heat transfer decreases with 
the increase in Gr. When the cylinder is impulsively heated, the counterrotating cell 
vanishes and n = 1 spiral is formed for Gr = 1000. This transition marks an increase 
in the heat transfer due to an increase in the radial velocity component of the fluid. 
By slowly varying the Grashof number, the simulations demonstrate the existence of 
a hysteresis loop. Two different stable states with same heat transfer are found to exist 
at the same Grashof number. A time-delay analysis of the radial velocity and the local 
heat transfer coefficient time is performed to determine the dimension at two Grashof 
numbers. For a fixed Reynolds number of 100, the two-dimensional projection of the 
reconstructed attractor shows a limit cycle for Gr = —1700. The limit cycle behavior 
disappears at Gr = —2100, and the reconstructed attractor becomes irregular. The 
attractor dimension increases to about 3.2 from a value of 1 for the limit cycle case; 
similar values were determined for both the local heat transfer and the local radial 
velocity, indicating that the dynamics of the temperature variations can be inferred 
from that of the velocity variations. 

Introduction 
Taylor-Couette flow (Taylor, 1923) is an interesting nonlinear, 

dissipative dynamical system. The inner rotating cylinder provides 
a driving force, and as its rotation rate is increased, a series of 
transitions and bifurcations occur, starting with stable Taylor vor
tices, and leading to fully developed turbulent flow. These transi
tions have been widely explored (e.g., the review by Koschmieder, 
1993) as a function of Reynolds number. However, buoyancy 
effects caused by the imposition of a radial temperature gradient 
cause important changes to the transitions (Kedia et al, 1998). 
These are important to a number of practical devices such as 
high-speed pumps (Narabayashi et al., 1993). 

It is useful to review the transitions for an unheated flow, such 
as found in the experiments of Brandstater and Swinney (1987). 
They considered Taylor-Couette flow with a radius ratio of 0.875 
and an aspect ratio of 20. On starting the rotation of the inner 
cylinder, the first flow encountered is circular steady Couette flow. 
The only nonzero velocity is the azimuthal velocity, which has a 
radial dependence. Upon increasing the Reynolds number (R = 
a)r,b/v), the next transition is to Taylor vortex flow (TVF) at a 
critical Reynolds number (Rc = 118.4). The TVF arises from a 
symmetrical supercritical steady bifurcation of the base flow. The 
flow remains time independent but with a periodic disturbance in 
the axial direction. Upon further increasing the Reynolds number, 
another transition is made to Wavy vortex flow (WVF) at approx
imately R/Rc = 1.3. The WVF is a time-periodic supercritical 
bifurcation (a Hopf bifurcation) of the TVF characterized by 
unsteady travelling waves. This is a first time-dependent solution 
with breaking of the azimuthal symmetry. Since the trajectory is a 
limit cycle in phase space, the corresponding attractor dimension 
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(the dimension is roughly the number of independent variables 
needed to model the underlying phenomenon in a dynamical 
system) is 1. A power spectrum would show a fundamental fre
quency corresponding to the azimuthal wave number and its har
monics. As the Reynolds number is increased further, modulated 
wavy vortex flow (MWVF) is formed at R/Rc = 10. This is 
doubly periodic with an attractor dimension of 2; hence, there are 
two incommensurate frequencies, and the phase space portrait is a 
torus. At higher Reynolds number (R/R,. = 11.7), the flow 
becomes chaotic or "weakly turbulent." Brandstater and Swinney 
calculated the fractal dimension as 2.4 for R/Rc = 12.4. There
after, with a continuous increase of Reynolds number, the flow 
becomes "fully turbulent" and the fractal dimension continues to 
increase monotonically. 

The present work explores the effect of a radial temperature 
gradient quantified by the Grashof number (Gr = gj3(r, — 
T2)b

3/v2) and the acceleration ratio (A = u)2r,/g). An earlier 
study by Kedia, Hunt, and Colonius (1998) presented local and 
average heat transfer coefficients for a fixed Reynolds number 
(R = 100) and for a range of Grashof numbers. The study also 
discussed previous investigations of heated Taylor-Couette flows. 
Based on the heat transfer results, the flow was found to undergo 
a series of transitions that depend on the direction and magnitude 
of the imposed temperature gradient. The current work presents 
more detailed results on the evolution of the flow structures as the 
Grashof number increases, and indicates the coupling between the 
variations in the heat transfer rates and the changes in the size and 
shape of the Taylor vortices. The relation between the average wall 
shear stress and mean equivalent conductivity are presented in 
terms of the Colburn analogy. The mean equivalent conductivity, 
Keq, is defined as the ratio of the average convective heat transfer 
coefficient (fts.z,;) to the heat transfer coefficient for pure conduc
tion. In addition, local measurements of the radial velocity com
ponent and the heat transfer coefficient are used to characterize the 
flow in terms of the attractor dimension at two different Grashof 
numbers. 

574 / Vol. 121, AUGUST 1999 Copyright © 1999 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:rajesh@rrt.arco.com
mailto:hunt@caltech.edu
mailto:colonius@caltech.edu


Fig. 1 Flow geometry 

Numer ica l M e t h o d 

A sketch of the flow configuration in (r, 0, z) cylindrical 
coordinates is shown in Fig. 1. The radii of the inner and the outer 
cylinders are r, and r0, respectively, and the radius ratio is 17. The 
inner cylinder rotates with a constant angular velocity w about the 
vertical z-axis while the outer cylinder is stationary. The two 
cylinders are at different uniform temperatures. The temperature of 
the inner cylinder is Tt and that of the outer one is T2. Gravity acts 
in the negative z-direction. The centrifugal force is parallel to the 
mean temperature gradient. The temperature difference can be 
assumed to be sufficiently small such that the density is treated as 
a constant everywhere in the Navier-Stokes equations with the 
exception of the gravitational (z-momentum equation) and the 
centrifugal (r-momentum equation) terms. All other fluid proper
ties are assumed to be independent of temperature. The flow is 
axially periodic (i.e., infinite aspect ratio) and no slip boundary 
conditions are used at the inner and the outer cylinders. Without 
heating, the Taylor cells are of uniform size. The axial distance 
between a pair of Taylor cells is defined as axial wavelength (A) 

and b is the gap width. The axial wavelength is normalized by the 
gap width to define Lz. 

The study by Kedia, Hunt and Colonius (1998) outlines the 
solution to the three-dimensional incompressible equations of mo
tion with the energy equation using a Chebyshev/Fourier spectral 
method. Viscous terms are integrated implicitly with a Crank-
Nicholson scheme, while the convective terms are integrated ex
plicitly with an Adams-Bashforth scheme. The results are calcu
lated on a 323 mesh and dealiased with the § rule. To verify the 
adequacy of the 323 simulations, a series of higher resolution 
simulations (643) with a smaller time step were also performed. 
The three components of velocity and the temperature were mon
itored at the same physical location as for the coarser resolution. 
The two gave an identical time trace which proved the sufficiency 
of the coarser simulation. The real time requirement is 13.5 s per 
time step on a SGI Onyx (IP21 processor) for a typical 323 

simulation. 

The nondimensional equations and boundary conditions are 
given below, and follow from the earlier study by Kedia et al. 
(1998). 

Continuity: 

Momentum: 

dur ur 1 dug duz 

dr r r 30 dz 
0. (1) 

3M7 dur u0 dur dur 

dt r do dz dr 

— u\ dP 
- ( i - j 3 * ( r - r e ) ) - = - — 

~dr~ 

1 / 1 d2ur 1 due 1 d2Ue d2Ur d2uz 

R de2 r2 30 r dddr+ dz drdz) 
(2) 

Nomenclature 

A = 
b = 

Cf = 
CP = 
0 i = 
D2 = 

/ = 

/. = 
JSp ~ 

Gr = 

/ ( T ) = 
JH = 

K,„ = 

k 

m 
N(e) 

acceleration ratio, u>%rjg 
gap width, (r0 - r,) 
friction factor, rj5,1,7/5 p(a>r:)

2 

heat capacity at constant pressure 
pointwise dimension 
correlation dimension 
frequency of heat transfer coeffi
cient fluctuation 
inner cylinder frequency 
normalized fundamental fre
quency for n = 2 spiral flow 
Grashof number, gP(T, — 
T2)b

3/v2 

acceleration due to gravity 
local heat transfer coefficient, 
q/(Tb - T2) 
spatially and temporally averaged 
heat transfer coefficient 
mutual information function 
Colburn factor 
mean equivalent conductivity, r. 
In (l/^h-erJk 
thermal conductivity of the fluid, 
normalized axial wavelength, K/b 
embedding dimension 
number of points in a hyper-
sphere of radius e 

n = number of starts, 2irr0 tan 
"fy/Lz u„ u 

P = nondimensional dynamic 
pressure, nondimensional-
ized by w2r,2 

Pr = Prandtl number, via. 
P(X), P(Y) = probability density 

P(X, Y) = joint probability density 
q = heat flux on the outer cyl

inder 
R = Reynolds number, a>r,b/v 

Rc = critical Reynolds number 
for the onset of Taylor 
vortex flow 

r, 8, z = cylindrical coordinates 
r, — inner cylinder radius 
r0 = outer cylinder radius 
St = Stanton number, h-K-,l 

p(o>r,)Cp 

T = nondimensional tempera
ture, nondimensionalized 
by Tl - T2 after subtract
ing T2 T J 

T, = inner cylinder temperature 
T2 = outer cylinder temperature 
Tb = bulk temperature 
T0 = dimensionless reference 

temperature 

t = time 
1, uz = nondimensional velocity 

component in cylindrical 
coordinate system, nondi
mensionalized by wr, 

v(t) = time series 
o) = inner cylinder angular ve

locity 
p = density of the fluid 
v = kinematic viscosity of the 

fluid 
a = thermal diffusivity of the 

fluid 
j3 = thermal expansion coeffi

cient of the fluid 
= j3(r, - Tt) 

dynamic viscosity of the 
fluid 

A = wavelength of a pair of vor
tices 

TJ = radius ratio, rjr0 

r = delay time 
,-z-, = spatially and temporally av

eraged wall shear stress 
9 = the angle of inclination of 

the cell from the horizontal 

/3* 
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dug urue due ur dur uz duz due 

dt r dr r 86 r 96 dz 

1 dP 1 / 1 dug Ug d2ue 1 dur 
= ~^Jd + R\71fr^'7+~dri~ + 'r2~d6 

i d2ur l d2uz a2ue\ 
~ ~r drdO ~ ~r dzd9 + ~dz2J ( 3 ) 

duz dur duz Ug duz dug dP 
— Ur — t" Ur — I r r Ug — = r— 
dt dz dr r 36 dz dz 

1 / l duz 1 dur d2ur d2uz 1 d2uz 1 d2ue\ 
+ R\^~dr~7~dz^ drdz + ^r2 + 71 ~d¥ ~ ~r dzdd) 

Gr _ 
+ ^(T-T0) (4) 

with {u„ Ug, uz) = (0, 1, 0) at the nondimensional inner radius, 
T)/(l - TJ) and (u„ ue, uz) = (0, 0, 0) at the nondimensional outer 
radius, 1/(1 - T/). 

Energy: 

dT dT UgdT dT 

~dl + "'' "97 + 7 36 + Uz Jz 

1 / l dT 82T 1 d2T 82T\ 
= PrR\7a7 + J? + 72W+ sF/ (5) 

with T = 1 at the nondimensional inner radius, TJ/(1 - TJ) and T = 
0 at the nondimensional outer radius, 1/(1 — if). 

The code was validated by comparing the critical Reynolds 
number and the corresponding wave speeds with a linear stability 
analysis that included the effects of radial heating on the centrif
ugal and gravitational potentials (Chen and Kuo, 1990). In addi
tion, the simulations were also compared with the results of 
Kataoka et al. (1977) for the local mass transfer coefficient in the 
limit of small Grashof number, and with the average heat transfer 
coefficients from the experiments of Ball et al. (1989) for a range 
of Grashof numbers. Further validations can also be found in 
Kedia (1997). 

It is well known that the axial wavelength depends on Gr. At the 
outset, it was unclear whether the flow states (n = 1 spiral, n = 
2 spiral, or aperiodic) would be sensitive to the imposed axial 
wavelength, Lz. However, the numerical experiments showed that 
the flow states were invariant as Lz was varied by as much as 30 
percent. As Lz was varied, the size of the cells were proportionally 
increased. In the absence of any published results on the exact 
axial wavelength for nonzero Grashof number and the robustness 
of the flow states with regard to Lz, the wavelength for heated flow 
was chosen as the wavelength at zero Grashof number (widely 
available from both linear stability analysis and experimental 
results). 

Results 

Flow Transitions and Hysteresis. The variation of the size of 
the Taylor cells (for a fixed axial wavelength) with the increase in 
the value of Gr is shown in Fig. 2. The axial velocity contours 
(there are two circular contours in the radial direction which 
corresponds to one Taylor cell) are plotted in the r-z plane for r\ = 
0.7, Lz = 2.001, A = 0.67, R = 100 and Pr = 0.7. Note that the 
critical Reynolds number for the onset of isothermal Taylor cells 
for a radius ratio of 0.7 is 79.49. The figure illustrates two impor
tant phenomena. The first is the change in the size of Taylor cells 
and the second is the formation of « = 1 spiral flow. The spirals 
move an axial distance of nLz for one rotation around the inner 
cylinder (Kedia et al., 1998). For Gr = 0, there is no effect of 
natural convection, and both the Taylor cells are of equal size. As 

Gr=0 Gr=200 Gr=400 

Gr=500 Gr=600 Gr=700 

Gr=800 Gr=900 Gr=1000 

Fig. 2 Change in the size of Taylor vortices with Grashof number for rj = 
0.7, Lz = 2.001, A = 0.67, R = 100, and Pr = 0.7 

Gr is increased, a natural convection current is set up. For a 
positive Gr, the direction of the convection current is upwards near 
the inner cylinder and downwards near the outer cylinder. As a 
result of this, the Taylor cell that has the same direction of 
circulation as the natural convection current increases in size. The 
counterrotating cell, on the other hand, decreases in size. The 
counterrotating cell becomes very small for Gr = 900, but the flow 
remains axisymmetric. As Gr is increased to 1000, the cell cannot 
become any smaller and n = 1 spiral flow is formed. The spiral 
flow is a Hopf bifurcation of the axisymmetric Taylor vortex flow 
which occurs between the Grashof numbers of 900 and 1000. Also 
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Fig. 3 Map showing different stable states present in the flow by slowly 
varying the Grashof numer for r) = 0.7, Lr = 2.001, A = 0.67, R = 100, and 
Pr = 0.7 

the Taylor cells are converted in the axial direction, with the 
direction depending on the direction of the radial heating. As Gr is 
increased to 1300, the flow becomes aperiodic. For negative Gr 
(heating of the outer cylinder), Kedia et al. (1998) showed that the 
flow became aperiodic at higher absolute values of Gr. For r\ = 
0.7, the flow transitioned from axisymmetric to n = 1 spiral at 
Gr = -900, and then transitioned to n = 2 spiral at -1500. The 
flow became aperiodic at Gr = -2100. Onset of spiral (n = 1 and 
n = 2) flows have also been observed by Kuo and Ball (1997) in 
certain Gr and R parameter space. 

The results shown in Fig. 2 were calculated for conditions that 
would correspond with an impulsive heating and simultaneous 
acceleration of the cylinder. However, as shown by experimental 
data, different stable states can be reached by varying the initial 
conditions of the flow. For example, Coles (1965) observed as 
many as 25 different stable states at a given cylinder speed for 
isothermal Taylor-Couette flow. The speed was reached by varying 
the acceleration rates of the rotating cylinder. The final state in 
Taylor-Couette flow is thus widely believed to be dependent on its 
previous history. Figure 3 shows the value of the mean equivalent 
conductivity and different stable states present in the flow as Gr is 
slowly varied. The case is for TJ = 0.7, Lz = 2.001, A = 0.67, 
Pr = 0.7, and a fixed Reynolds number (R = 100). A random 
disturbance of magnitude one percent of the velocity of the inner 
cylinder was introduced to the laminar state (circular Couette flow) 
and allowed to grow into Taylor vortices. The Reynolds number 
was slowly increased (in steps of 5) to achieve the desired Reyn
olds number. The result with the lower Reynolds number was used 
as initial condition for the next higher Reynolds number. Once the 
desired Reynolds number was reached, another random distur
bance of magnitude one percent of the temperature difference 
between the two cylinders was imposed on the temperature initial 
condition in order to trigger transitions. Grashof number was then 
varied in steps of 100 to achieve the next desired Gr with the 
previous result used as initial condition. The different states are 
marked from 1 to 7 in the symbol table in the order in which Gr is 
slowly increased and then decreased at a constant rotation of the 
cylinder. As Gr is slowly increased from 0 to 900, axisymmetric 
TVF is formed. From Gr = 1000 to 1700, n = 1 spiral flow is 
formed; n = 2 spiral flow is formed from Gr = 1800 to 2200. As 
Gr is decreased from 2200, n = 2 spiral flow exists until Gr = 
500. There exist two different stable states (axisymmetric TVF and 
« = 2 spiral flow) for Gr = 600, but with the same heat transfer 
coefficient. Axisymmetric TVF is achieved by slowly increasing 

Gr; then n = 2 spiral flow is achieved by slowly decreasing Gr. 
For Gr = 400 to -1700, n = 1 spiral flow is formed. With a 
further decrease in Gr, n = 2 spiral flow is formed for Gr = 
—1800 to —2300. The figure shows the property of nonuniqueness 
by the existence of a hysteresis loop. 

Heat Transfer and Colburn's Analogy. Figure 3 shows the 
mean equivalent conductivity, Keq = r, In (l/i])h-ei-,/k, as a 
function of Grashof number for the Grashof numbers steadily 
increased and then decreased. As shown in the figure, there is a 
seven percent increase in the average heat transfer coefficient as 
the flow transitions from an axisymmetric flow to n = 1 spiral, and 
an additional eight percent increase in transitioning from a n = 1 
to a n = 2 spiral. These increases coincide with an increase in the 
radial velocity component. In the study by Kedia et al. (1998) in 
which the cylinders were impulsively heated, the flow was aperi
odic beyond Gr = 1300, and the equivalent conductivity was 
lower, with a value of approximately 1.24. The previous study also 
showed that the heat transfer was sensitive to the imposed axial 
wavelength {Keq decreased by 6 percent for a 30 percent increase 
in Lz). Similar variations in the equivalent conductivity occur as 
the Grashof number is decreased and the flow changes state. 

Often it is of interest to compare the variations in the wall shear 
stress and the effective transport properties for a scalar, as done in 
the work by Lathrop et al. (1992), for turbulent Taylor-Couette 
flow. Hence, the results for the average wall shear stress and heat 
transfer coefficient are presented in terms of the Colburn analogy: 

Sf;w(Pr ,Gr,A,R,T|) Cfll (6) 

where St is the Stanton number, C{ is the friction factor, and_/„ is 
the Colburn factor, which may be a function of Pr, Gr, A, R, and 
•n. For planar Couette flow, ;'/,(Pr) = Pr, but it is usually equal to 
Pr2'3 for turbulent boundary layers. For circular Couette flow, there 
is an additional geometric dependence on 17. However, as TJ ap
proaches l,;'H(Pr, R) = Pr. For planar Couette flow and boundary 
layers, there is no dependence on Reynolds numbers. This in vari
ance with Reynolds numbers was also found for the turbulent 
Couette flow study by Lathrop et al. (1992). 

Figure 4 shows the variation of jH with R for 17 = 0.7, Lt = 
2.001, Pr = 0.7, and Gr = 0. The geometric factor has been 
incorporated into jM such that for 17 = 0.7, jH = Pr for circular 
Couette flow. The dots are the simulation results. For R = 60 and 
70 (circular Couette flow), which are below the critical Reynolds 
number, jH = Pr. As the Reynolds number is increased, jH 

0.9 r 

0.8 

2 
0.7 

Pr" 

Pr 

0 .6 1 —>-
100 200 

J I i I i I 
300 400 

Fig. 4 Variation of /'H(Pr, R) with Reynolds number for TJ = 0.7, Lz 

2.001, Pr = 0.7, andGr = 0 
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Fig. 7 Radial velocity signal for i\ = 0.7, L2 = 2.001, R = 100, Pr = 0.7, 
and Gr = -2100 

increases and reaches a maximum just above Pr2'3 and finally 
becomes constant at 0.76 = Pr077. Hence, just beyond the critical 
Reynolds number, the Colburn factor does depend on the Reynolds 
number, but the dependence decreases for higher Reynolds num
bers. Figure 5 shows a similar correlation for TJ = 0.7, Lz = 
2.001, A = 0.67, Pr = 0.7, and R = 100. Here ;„(Pr, Gr) is 
plotted with Gr for a fixed Reynolds number (R = 100). At the 
Grashof numbers corresponding to changes from axisymmetric to 
n = 1 spiral flow, and from n = 1 spiral to n — 2 spiral, both the 
friction factor and the equivalent conductivity exhibit similar in
creases in value. 

Time-Delay Analysis. To characterize the flow as the Grashof 
number is changed, an analysis of the temporal variations of radial 
velocity and heat transfer coefficient is performed. The radial 
velocity halfway between the inner and the outer cylinders at the 
mid-axial position is recorded at every time step. Figure 6 shows 
the fluctuating component of the radial velocity (the mean velocity 
has been subtracted) for r; = 0.7, Lz = 2.001, R = 100, Pr = 0.7, 
and Gr = -1700. The time is nondimensionalized using the time 
period of the inner rotating cylinder. The flow is in the n = 2 spiral 
flow regime. The time trace looks regular and periodic. Shown in 
Fig. 7 is a similar velocity trace for Gr = —2100. The time trace 
has become irregular and the flow is in the aperiodic regime. Both 

the time traces are shown after the initial transients have died 
down. The power spectra of the radial velocity time series were 
obtained by performing a fast Fourier transform. Shown in Figs. 8 

Fig. 8 Power spectrum of the radial velocity for rj = 0.7, Lz = 2.001, A --
0.67, R = 100, Pr = 0.7, and Gr = -1700 

400 .. 600 

time 
1000 f/l 

Fig. 6 Radial velocity signal for rj = 0.7, Lz = 2.001, R = 100, Pr = 0.7, Fig. 9 Power spectrum of the radial velocity for r; = 0.7, Lt = 2.001, A •• 
and Gr = -1700 0.67, R = 100, Pr = 0.7, and Gr = -2100 

578 / Vol. 121, AUGUST 1999 Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



time 

Fig. 10 Mutual Information of the radial velocity for ij = 0.7, Lz = 2.001, 
A = 0.67, R = 100, Pr = 0.7, and Gr = -1700 

CO 
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0 0 0u r(t) °05 

0.15 

Fig. 12 Phase plot of the radial velocity for TJ = 0.7, Lz = 2.001, A = 0.67, 
R = 100, Pr = 0.7, and Gr = -1700 

and 9 are the respective power spectra for Gr = -1700 (n = 2 
spiral flow) and Gr = -2100 (aperiodic flow). Figure 8 shows a 
fundamental frequency at///c = 0.74 and its harmonics. Here, the 
frequency is nondimensionalized using the inner cylinder fre
quency ( /J . The flow is clearly periodic in nature. For the case of 
Gr = -2100 (Fig. 9), the peaks for Gr = -1700 are still present 
but their amplitudes have slightly decreased. Also, other frequen
cies have appeared in the flow that are of comparable power 
density. 

For the broadband spectra at Gr = -2100, the flow may be 
represented as a low dimensional dynamical system using time-
delay coordinates to reconstruct the phase space (Takens, 1981). 
To calculate the dimension of the attractor, a suitable time delay 
must be determined. For this purpose, the mutual information 
function, / (T ) , is used (Fraser and Swinney, 1986) 

/ (T ) = P(X, Y) log2[P(X, Y)/P(X)P(Y)]dXdY (7) 

where X = v{t) and Y = v{t + T); P(X) and P(X, Y) are the 
probability density and the joint probability density and T is a 
suitable time delay. Given the value of v(t), the mutual informa
tion function gives the accuracy with which v(t + T) can be 
predicted. Since v(t) and v(t + T) denote the coordinates of the 

reconstructed phase space, they should be independent of each 
other. Therefore, a good choice for the time delay is the first local 
minimum (Fraser et al., 1986) of the mutual information. The 
mutual information function is shown for Gr = -1700 and Gr = 
-2100 in Figs. 10 and 11, and the first local minimums occur at 
t = 6 and t = 3, respectively. Note that for Gr = —1700, the 
mutual information function is periodic as expected for a periodic 
signal. 

The phase plots for Gr = —1700 and Gr = -2100 are shown in 
Figs. 12 and 13. For Gr = —1700, a clean limit cycle is seen for 
n = 2 spiral flow (periodic). For Gr = -2100, the reconstructed 
attractor has become vastly irregular and the limit cycle has 
disappeared. 

In the present study both the pointwise dimension, D,, and the 
correlation dimension, D2, are calculated using the following 
definitions (Farmer et al , 1983): 

Dx = lim 
6^0 

(log N{e))x 

log e (8) 

where JV(e) is the number of points in a hypersphere of radius e. 
The averaging is done over different referencing points x. The 
correlation dimension is similar to the pointwise dimension but the 
averaging is done over the number of points N(e), 

V) 

c 
o 
CO 

E 

20 
time 

BO 

Fig. 11 Mutual information of the radial velocity for h = 0.7, Lz 

A = 0.67, R = 100, Pr = 0.7, and Gr = -2100 
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Fig. 13 Phase plot of the radial velocity for t) •• 
R = 100, Pr = 0.7, and Gr = -2100 
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Fig. 16 Plot of the slope from the radial velocity for rj = 0.7, Lz = 2.001, 
A = 0.67, R = 100, Pr = 0.7, and Gr = -2100 

D2 lim 
6^0 

log (N(e)x 

log e (9) 

Both the pointwise dimension D, and the correlation dimension 
D2 were computed using the same algorithms, once by averaging 
the logarithm of the number of points and again by taking the 
logarithm of the averaged points. There was no appreciable change 
in these two calculated dimensions. Therefore, only £>, is reported 
here. Embedding was done in six-dimensional phase space. Higher 
dimensional embedding was also done with no change in the 
attractor dimension. For a six-dimensional embedding, 256 refer
ence points were chosen. These reference points were selected 
using uniformly generated random numbers, so that the reference 
points are spread out through the entire attractor equally. The 
pointwise dimension D, is shown for the two different flows (n = 
2 spiral flow and aperiodic flow). Plots of log N(e) versus log (e) 
for Gr = -1700 and Gr = -2100 are shown in Fig. 14. The slopes 
of the graphs give the dimension of the reconstructed attractor. The 
slopes for the above cases are shown in Figs. 15 and 16. For Gr = 
—1700, a constant slope of approximately 1 is seen which reflects 
the periodic nature of the reconstructed attractor. For Gr = —2100 
(Fig. 16), a slope of about 3.2 in the log (e) interval of (—1.3, 
— 1.1) is visible. The attractor dimension reaches an asymptotic 

value as the embedding dimension is increased (Table 1). If three 
irrationally related frequencies exist in the flow, the dimension of 
the flow would be 3. 

The same process of time delay analysis is repeated for the local 
heat transfer coefficient (h) at one location within the flow. The 
time series for the local heat transfer coefficient and the radial 
velocity look very similar. The power spectra for the two Grashof 
numbers are given in Figs. 17 and 18. The magnitude of the power 
is two orders of magnitude higher than the corresponding power 
spectra for the radial velocity. However, the peaks occur at virtu
ally the same frequencies. Shown in Figs. 19 and 20 are the 
dimension calculations for the local coefficients of heat transfer. 

Table 1 Pointwise dimension as a function of the embedding 
dimension 

D, 

2.50 ±0.1 
3.00 ±0.1 
3.15 ±0.1 
3.20 ±0.1 
3.20 + 0.1 
3.20 ±0.1 
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-1.4 

Fig. 15 Plot of the slope from the radial velocity for t) = 0.7, L2 = 2.001, 
A = 0.67, R = 100, Pr = 0.7, and Gr = -1700 

Fig. 17 Power spectrum of the local heat transfer coefficient for rj -• 
L2 = 2.001, A = 0.67, R - 100, Pr = 0.7, and Gr = -1700 

0.7, 
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Fig. 18 Power spectrum of the local heat transfer coefficient for rj -
L2 = 2.001, A = 0.67, R = 100, Pr = 0.7, and Gr = -2100 
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Fig. 20 Plot of the slope from the local heat transfer coefficient for r\ •• 
0.7, Lz = 2.001, A = 0.67, R = 100, Pr = 0.7, and Gr = -2100 

The dimension for Gr = —2100 is approximately 3.2, which 
agrees well with the dimension obtained from the radial velocity 
time trace. Therefore, it is concluded that the local heat transfer 
coefficient follows the radial velocity pattern, with the reason 
being the active role of the radial velocity component in transfer
ring heat between the two cylinders. The information about the 
phase space, such as the temporal evolution of the trajectories and 
the dimension of the attractor, can be used for making models such 
as predicting the value of the heat transfer coefficient for aperiodic 
flow. These models can then be used for predicting future behavior 
of the dynamical system, i.e., extracting the value of v(t + 1) 
given a long time series of v(t). 

Conclusion 
Heat transfer in an incompressible three-dimensional Taylor-

Couette flow with a rotating inner cylinder has been numerically 
investigated to study the interaction of gravity and centrifugal 
potentials with the radial temperature gradient. Both the aforemen
tioned effects have not been considered together in previous nu
merical simulations. For a fixed axial wavelength, the individual 
size of the Taylor vortex pair changes with the Grashof number, 
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Fig. 19 Plot of the slope from the local heat transfer coefficient for ij = 
0.7, Lz = 2.001, A = 0.67, R = 100, Pr = 0.7, and Gr = -1700 

corresponding to a transition to a spiral flow regime with a signif
icant increase in the average heat transfer. 

One of the interesting properties of the nonlinear Navier-Stokes 
equations is nonuniqueness. With all other parameters fixed, the 
Grashof number was slowly varied to examine the existence of a 
hysteresis loop in heated Taylor-Couette flow. It was found that 
two stable states existed for the same Grashof number. One state 
was reached by increasing the Grashof number and the other by 
slowly decreasing it. 

The validity of Colburn's correlation was also investigated to 
indicate the coupling between the wall stress and the transport of 
a scalar. The function_/w(Pr, R) was found to be slightly lower than 
Pr2'3 (note that the exponent is 0.77, which is higher than f) for the 
range of Reynolds number numerically investigated and to be 
dependent on the Reynolds number near the critical speed. For a 
fixed Reynolds number, the friction factor and the equivalent 
conductivity followed similar trends with Grashof number. 

The frequency power spectrum for « = 2 spiral flow showed the 
single fundamental frequency and its harmonics for Gr =- -1700. 
For Gr = —2100, new frequencies appeared in the power spec
trum. The power spectrum became broadbanded for even lower 
Grashof numbers. The two-dimensional projection of the recon
structed attractor showed a limit cycle for Gr = -1700. The limit 
cycle behavior disappeared at Gr = —2100 and the reconstructed 
attractor became irregular. The pointwise dimension calculation 
was approximately 1 for Gr = -1700. The dimension value 
increased to about 3.2 for Gr = -2100 and the constant dimension 
region was found to be small. These dimensions were found from 
the trace of the radial velocity, and from the variation in the local 
heat transfer. Hence, the dynamics of the heat transfer variations 
can be modelled exactly the same as that of the radial velocity, 
which may be easier to assess in certain physical arrangements. 
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Heat Transfer of Compressed 
Air Flow in a Spanwise 
Rotating Four-Pass Serpentine 
Channel1 

Convective heat transfer of compressed airflow in a radially rotating four-pass serpentine 
channel is investigated experimentally in the present study. The coolant air was com
pressed at 5 atmospheric pressure to achieve a high rotation number and Reynolds 
number simultaneously. The main governing parameters are the Prandtl number, the 
Reynolds number for forced convection, and the rotation number for the Coriolis-force-
induced cross-stream secondary flow and the Grashof number for centrifugal buoyancy. 
To simulate the operating conditions of a real gas turbine, the present study kept the 
parameters in the test rig approximately the same as those in a real engine. The air in the 
present serpentine channel was pressurized to increase the air density for making up the 
low rotational speed in the experiment. The air flow was also cooled to increase the 
density ratio before entering the rotating ducts. Consequently, the order of magnitude of 
Grashof number in the present study was the same as that in real operating conditions. 
The local heat transfer rate on the walls of the four-pass serpentine channel are 
correlated and compared with that in the existing literature. 

1 Introduction 

Inside a rotating heated serpentine channel, the hydrodynamic and 
the thermal behaviors of the fluid flow are not only affected by the 
main flow but also modified by the Coriolis-induced cross-stream and 
centrifugal-buoyancy radial secondary flows. Consequently, the heat 
transfer rate on the leading edge, the trailing edge and the side walls 
are quite different from each other. High heat transfer rate is always 
desirable and gives a better cooling of a heated channel. On the 
contrary, a low heat transfer rate may yield a hot spot on the channel 
wall and damage the turbine blade. For cooling and maintaining the 
structural integrity of blades and vanes in gas turbine engines, the 
cooling system requires complex airflow passages to be incorporated 
inside the rotating airfoil section. Internal cooling is achieved by 
passing the coolant through serpentine passages inside the blade and 
extracting the heat to the outside. 

Generally, the convective heat transfer in radially rotating chan
nels can be categorized into a single-pass flow passage, U-type 
two-pass flow passages, and multipass serpentine flow passages. 
The cross section of the channel can be circular, rectangular, 
square, or triangular. In addition, the channel wall can be smooth 
or ribbed. The different experimental conditions including rota
tional speeds, flow regimes, wall thermal boundary conditions, 
channel dimensions/configuration, and temperature differences 
may have scattering results. The dimensional variables can be 
reduced to dimensionless parameters, such as the Reynolds num
ber, indicating the effect of forced convection; the Rotation num
ber, representing the effect of Coriolis force; and the Grashof 
number, signifying the effect of centrifugal buoyancy. Some recent 
experiments in radially rotating U-type or serpentine channels with 
a variety of geometry, dimensions, and dimensionless parameters 
are listed in Table 1. It is indicated that the compressed air flow 
used by Wagner et al. (1991a, b, 1992) and the present study 

1 Part of this paper was presented at the 5th ASME/JSME Thermal Engineering 
Joint Conference, San Diego, CA. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT 
TRANSFER. Manuscript received by the Heat Transfer Division, Nov. 15, 1998; 
revision received, Apr. 21, 1999. Keywords: Channel Flow, Heat Transfer, Mixed 
Convection, Rotating, Turbines, Turbulent. Associate Technical Editor: J.-C. Han. 

makes the parameters, including Re, Ro, and Gr*, reach the values 
for an aircraft engine as shown in Table 2. 

Wagner et al. (1991a, b) investigated the local heat transfer for 
radially outward and inward flows in rotating serpentine passages 
with uniform wall temperature. Depending on the flow direction, 
the rotational effects on the heat transfer coefficients are markedly 
different. Buoyancy is found to be favorable for heat transfer on 
both the trailing and leading edges. However, the increase in heat 
transfer for inward flow was relatively less than that for outward 
flow. Yang et al. (1992) investigated the rotational effect on the 
heat transfer coefficient of cooling air in a four-pass serpentine 
flow passage with smooth walls. The results revealed significant 
changes in the heat transfer performance at the turning sections 
and considerable differences between the inward and outward 
flows in the straight sections of the flow passage. 

Han and Zhang (1992) and Han et al. (1993) examined the effect 
of uneven wall temperature on heat transfer in a rotating two-pass 
square channel. They studied three cases of thermal boundary 
conditions: four-wall at the same temperature, four-wall at the 
same heat flux, and the trailing wall hotter than the leading wall 
with side walls unheated and insulated. Han et al. (1994) investi
gated the effect of a surface heating condition on the local heat 
transfer rates of outward flow in a radially rotating square channel. 
Four surface heating conditions were tested: four-wall at uniform 
temperature; the temperature ratio of leading surface to the side 
wall and the trailing surface to the side wall is 1.05 and 1.10, 
respectively; the trailing surface hot and remaining three walls 
cold; and the leading surface hot and remaining three walls cold. 

Mochizuki et al. (1994) studied experimentally the heat transfer 
characteristics of a three-pass serpentine flow passage with rota
tion. They found that the heat transfer rate in the radially outward 
flow passages diminishes on the leading edge, but increases on the 
trailing edge, with an increase in rotational speed. The trend is 
reversed in the radially inward flow passages. Since the heat 
transfer rate in the bend is substantially higher than that in the 
straight flow passages, the average heat transfer rate over the entire 
flow passage is greatly affected by flow at the 180-deg bends. 
Hwang and Kuo (1997) summarized the heat transfer results. The 
Nusselt number ratios on the trailing and leading sides for three-
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Table 1 Some recent experimental Investigations on heat transfer in radially rotating serpentine channel 

, , „ , . „ « , AIR PASS OF B.C. MAX. D(mm) L/D R / D Re ReRen Gth 
AU1HUKS PRESSURE CHANNEL RPM , „ 3 , „ 6 < 

(MP.) X l ° X l ° *10 

Wagner etal. 
(1991a, b) 

Wagner et al. 
(1992) 

Han & Zhang 
(1992,1993 and 1994) 

Yang et al. 
(1992) 

Mochizuki et al. 
(1994) 

Hwang & Kuo 
(1997) 

Present study 

1 

1 

0.1 

0.1 

0.1 

0.1 

0.5 

UWT 1100 12.7 14 33,49 12.5-50 300-1200 2030 

UWT 1100 12.7 14 33,49 12.5-50 300-1200 2030 

UW17UHF 800 12.7 12 30 2.5-25 22-220 23.3 

UHF 327 25.4 8.86 44-110 200-508.125 218 

UHF 500 20 10.5 44 4.0-20 18.7-92.75 2500 

UHF 1800 25 60 5.0-20 12.8-51.2 2.5 

UHF 1250 10 10 53 20-40 '118-336 1800 

pass serpentine flow passages are correlated by different equations. 
The equations for the first passage are the same as that for the 
single outward flow passage. The correlation for the first passage 
can also be used for the third passage. 

This paper deals with the rotational effects, by varying through-
flow Reynolds numbers, rotational speeds, and wall heat flux on 
the local heat transfer in a radially rotating four-pass serpentine 
square-sectioned smooth flow passage. The main flow directions 
were two radially outward and two radially inward. The rotational 
effects in these four passages of the serpentine channels may be 
different due to the different main flow direction and the presence 
of 180-deg bends. One of the major attempts in the present study 
is to pressurize the air flow in the serpentine channel to keep the 
values of parameters, including the Reynolds number, the rotation 
number, and the Grashof number, approximately the same as those 
of a real engine. 

2 Parametric Analysis 

The flow in a heated, rotating four-pass serpentine channel is 
three-dimensional and extremely complex. The combined effects of 
the Coriolis-induced cross-stream secondary flow and centrifugal-
buoyancy radial flows influence the forced longitudinal flow. Nor
mally the Coriolis-induced vorticity tends to enhance the heat transfer, 
on the trailing edge when the flow is outward. The centrifugal buoy
ancy enhances the heat transfer in radially outward flow. 

As seen in Table 2, it is not difficult to have the geometry of the 
test rig including coolant passage diameter D, length L, and mean 
rotating radius R similar to that in a real engine. On the other hand, 
the temperature and rotational speed of the test rig are much lower 
than that of the aircraft engine. The low rotational speed yields a 
low rotation number and a low rotational Grashof number. There
fore, the air in the present serpentine channel was pressurized to 
increase the air density for making up the low rotational speed in 

Nomenclature 

A = cross-sectional area of the flow 
passage, mm2 

Cp = specific heat, J/(Kg • K) 
D = hydraulic diameter = 2ab/(a + 

b), mm 
Fm = correlation function for inward 

flow 
Fmt = correlation function for outward 

flow 
Grjj = rotational Grashof number = 

j3(7Vz - r w ) ( e + Z/D) Re2 

Ro2 

Grn = mean rotational Grashof_ number 
= j3(7V„ - r w ) ( e + Z/D) Re2 

Ro2 

Gr* = rotational buoyancy parameter = 
Gr^/Re2 

Gr* = mean rotational buoyancy parame
ter = Grn/Re2 

hz = heat transfer coefficient = qmzl 
(Tw,z - Tb,z), watt/(m2 • °C) ' 

fcair = thermal conductivity of air, watt/ 
(m • °C) 

L = coolant passage length, mm 
Nu = Nusselt number = hzD/kai, 

Nun = Nusselt number for rotating con
dition 

Nu„ = Nusselt number for fully devel
oped turbulent flow in a nonrotat-
ing circular tube 

Pr = Prandtl number = Cp • p>/kajI 

qa3 = net wall heat flux, watt/m2 

R = mean rotational radius = Z„ + 
L/2, mm 

Re = through-flow Reynolds number = 
pW„D/p 

Ren = rotational Reynolds number = 
pftDVju, 

rms = root mean square 
Ro = rotation number = Ren/Re = 

0,D/Wo 

TbJ = inlet coolant bulk temperature, CC 

Tb,0 = outlet coolant bulk tempera
ture, °C 

Tbz = local coolant bulk tempera
ture, °C 

TWyZ = local wall temperature, °C 
W0 = mean coolant velocity, m/s 

U, V, W = velocity component, m/s 
UHF = uniform heat flux 

UWT = uniform wall temperature 
Z„ = distance between rotating 

axis and heater, mm 
X, Y, Z = system coordinates 

Greek Symbols 

j3 = volume expansion coeffi
cient, 1/K 

6 = eccentricity = ZJD 
p = coolant density, kg/m3 

ft = rotational speed, rad/s 

Superscripts 

( ) = mean quantity 
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Table 2 Parameters for aircraft engine and present test rig 

Parameters 

Coolant passage diameter D (mm) 

Coolant passage length L (mm) 

Mean rotational radius R (mm) 

Mean rotational radius/diameter ratio R /D 

Maximum passage wall temperature Tw (K) 

Inlet coolant bulk temperature Tb , (K) 

Density ratio ( A P A = <Pw " P . } / = (Tw " W 
/ P " /Pb.i / r w 

Rotational speed Q (rpm) 

Mean coolant velocity W„ (m/s) 

Flow Reynolds number Re 

Re / Rotation number Ro = % /Re 

Mean rotational Buoyancy parameter Gr' = y 2 

Aircraft engine* 

~4 

48-70 

200-360 

50-90 

1256(1800°F) 

867(1100°F) 

0.366 

0-15000 

34.5-69.0 

2.0- 4.0 xlO4 

0.091-0.182 

0.152-0.608 

Present test rig** (Present study) 

10 

100 

530 

53 

393 (343) 

283 

0.325 (0.192) 

0-1250 

6.17-12.34 

2.0- 4.0xlO4 

0.105-0.21 

0.156-0.624(0.112-0.449) 

* The thermophysical properties for an aircraft engine are valued at P = 17 atm, p = 6.002 kg/m , 

T=1000Kand R/D = 50 

** The thermophysical properties for the present test rig are valued at P = 5 atm , p = 5.94 kg/m3, 

T=300Kand R/D = 53 

the experiment. Keeping the same value of the Reynolds number, 
the axial velocity can be decreased by using the compressed air 
flow. Thus, the low axial velocity yields a high rotation number. 
The air flow was also cooled to gain a high density ratio before 
entering the rotating duct. This high density ratio will give a 
similar order of magnitude of Grashof number as that in a real 
engine. The relative dimensionless parameters were similar to 
those of real engine at the same time. The functional relationship 
is expressed as 

Nun = F,(Re, Reft, Grn, Pr, RID, ZID) 

= F2(Re, Ro, Gr*, Pr, RID, ZID) (1) 

where Ro = Ren/Re and Gr* = Gra/Re2. The ranges of parameters 
in an aircraft engine and the present test rig are also listed in Table 
2. The values in the present study are slightly lower than those in 
the designed test rig. This was due to the limitation of electrical 
power input to the wall heaters. 

3 Experimental Apparatus and Test Section 
The experimental apparatus, as shown in Fig. 1, consists of five 

major parts: (1) the coolant air supply system, (2) the heater and 
power control system, (3) the speed controller, (4) the test section, 
and (5) the data acquisition system. The coolant air was supplied 
from a storage tank with a 0.7 MPa air compressor. A bypass valve 
at the exit of the storage tank and a flow rate control valve at the 
exit of the piping system are utilized to maintain the desired flow 
rate and pressure. They are not shown in Fig. 1. Two electric 
digital flowmeters with the ranges of 0 ~ 670 and 0 ~ 1700 
liter/min were mounted on the piping system. Also, two electrical 
digital pressure gauge with the range of 0 ~ 1.0 MPa were 
installed. Therefore, one could detect the pressures and flow rates 

of the coolant air at both ends of the test section. The average 
values were used to evaluate the parameters in this study. The 
differences of the values of pressure and flow rate at both ends 
signified the pressure drop and the flow leakage, respectively. A 
chiller was used to decrease the coolant temperature to about 
—2°C before entering the rotating shaft. The rotating shaft had two 
coaxial cylinders. One was an annular passage for the coolant inlet, 
the other was an inner passage for the coolant outlet. A high-speed 
rotating joint and four sets of mechanical seals were used in the 
rotating shaft to prevent air flow leakage. The flow leakage was 
kept within ±3 percent for minimum flow rate. The pressure was 
measured at 0.53 MPa for inlet and 0.47 MPa for outlet. A water 
cooling-cycle system was used to cool the mechanical seals. 

A 3.73 kW AC induction motor drove the hollow rotating shaft 
with a belt drive pulley system. The rotational speed was adjusted 
continuously by an inverter to a maximum rotating speed of 2500 
rpm. The rotational speed was detected by a photoelectric tachom
eter. The shaft rotating direction could be clockwise or counter
clockwise to measure both the leading and trailing wall tempera
ture distributions with only one wall thermocouple installation. 

Along the flow passage, TT-T-30-SLE type thermocouples of 
0.24-mm diameter for measuring the wall temperature were em
bedded on the interior wall surface of the flow passage. Two 
T-type thermocouples were positioned at the duct inlet and outlet 
for measuring the inlet and exit coolant bulk temperature. A 
20-contact-point slip ring was used to transfer outputs of 58 
thermocouples to a 60-point hybrid recorder by a switching device. 

3.1 Test Section. As shown in Fig. 2, the test section of the 
serpentine channel had two outward flow passages and two inward 
flow passages, along with three 180-deg turn sections. To compare 
with the data of Han et al. (1993) without using the compressed air, 
the 180-deg turn section consisted of two 90-deg bends, 10 mm apart. 
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1. Compressor 
2. Mechanical vaccum pump 
3a. Oil filter 
3b. Water filter 
4. Chiller 
5a. Inlet pressure gage 
5b. Outlet pressure gage 

6. Flow meter 
7. Rotary joint 
8. Shaft sealing 
9. Vaccum gage 

10. Test section 
11. Remote controller 
12. Slip ring for input power 

13. Tachometer 
14. Slip ring for thermocouples 
15.. Electric motor 
16. Power supply 
17. Recorder 
18. Computer 

Fig. 1 Schematic of experimental apparatus 

For distinguishing the thermal behavior on each wall, the circumfer
ential wall heat conduction was deliberately suppressed by using 
material of low thermal conductivity. Four stainless-steel film heaters, 
with 0.02-mm thickness, were used to heat the flow passages. The 
film heater was plated separately on each interior wall surface of the 
flow passages. The wall thermal boundary condition of uniform heat 
flux could be achieved. The heaters started at Z0 = 480 mm, and 
attached on the walls including straight sections and sections of 
180-deg bends. The test section had a hydraulic diameter of 10 mm 
and a mean rotational radius of 530 mm. 

A thermocouple was positioned at the duct inlet for measuring 
the inlet coolant bulk temperature. A mixing chamber with stag
gered rod bundles was attached on the exit plane to provide a 
well-mixed condition. The outlet bulk temperature was read by the 

Rotation direction 

Leading edge Side B 

1st turn 3rd turn 

Film heater (0.02 mm) 
Polyethylene (0.014 mm) 
Copper (0.5 mm) 

Backlite 
Thermocouple 

2nd turn 

iri^fc Rotation axis 

Where R = 5 3 0 m m 

Z o=480 m m 

Fig. 2 Schematic of the four-pass heat transfer test section 

installation of another thermocouple behind the mixing chamber. 
Twenty-six thermocouples were installed on the trailing wall (the 
direction of rotation is indicated in Fig. 2.). The thermocouples 
were located along the center line on the trailing wall at positions 
ZID (listed in Table 3). Sixteen thermocouples on the side wall A 
and 14 thermocouples on the side wall B were mounted at the same 
axial distance as that of the trailing wall. The measurement of 
temperature on the leading wall could be obtained by just changing 
the rotation direction. In the present study, the thermocouples were 
embedded in a copper block of dimension 0.5 X 3 X 7 mm. The 
copper blocks were electrically insulated from the heater by a 
polyethylene film of thickness 0.014 mm. 

Table 3 The value of local Nusselt number for tl 
smooth serpentine passage 

0 In four-pass 

Position 

1st Passage 

1st Turn 

2nd Passage 

2«dTum 

3rd Passage 

3rd Turn 

4th Passage 

Z/D 

1.0 

2.5 

4.0 

5.5 

7.0 

'W " A 

W > 
12.0 

13.5 

15.0 

16.5 

18.0 

'"ill* "\ 
'%*: ) 

23.0 

24.5 

26.0 

27.5 

29.0 

;/## ... 
i&j i 

34.0 

35.5 

37.0 

38.5 

40.0 

Re=20000 

64.63 

63.63 

59.44 

58.40 

58.67 

; •" . 7 9 $ ' 

93,00 ' 

76.05 

69.28 

62.94 

58.94 

60.73 

;. ",;«86.is.;.. 
; -•#&::. 

71.12 

67.04 

62.77 

59.26 

55.26 

.-,.83S«: ....,< 

: ":'9ti&r. :i 
75.43 

70.17 

64.36 

60.59 

56.93 

Re=30000 

83.76 

83.22 

79.39 

77.85 

74.67 

losla 
1SM4 
101.94 

93.34 

83.79 

77.88 

79.56 

-„' H&99 

"*:rifW 
95.38 

90.76 

84.95 

79.89 

73.69 

/ M#L • 
O vMi. > 

90.14 

84.77 

81.07 

77.19 

73.55 

Re=40000 

103.93 

102.09 

100.36 

99.11 

99.12 

128.36 

144.87 '• 

127.21 

118.14 

108.54 

102.65 

103.73 

138.60 

143.59-

121.25 

117.77 

111.45 

105.62 

98.76 

114.52- • 

127,71' I 

112.72 

106.84 

103.44 

99.23 

93.88 
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Re=20000 

_L 
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Z/D 

30 40 

Fig. 3 The wall and coolant temperatures for if = 0 at selected Reyn
olds numbers 

An adapter made of Bakelite, of 420-mm length, was mounted 
between the test section and the rotating shaft to increase the radial 
length of the test section. The data of heater power input and wall 
temperature distribution were recorded and analyzed to obtain the 
value of heat transfer coefficient. A balance was done for the 
assembly of a rotating shaft and test section. The main flow 
direction of the passage was perpendicular to the centerline of the 
rotating shaft. 

3.2 Data Reduction. The local heat transfer coefficient hz 

was evaluated as the ratio of the net wall heat flux qm to the 
temperature difference between the local wall temperature Twz 

and the local coolant bulk temperature Tbz, i.e., hz = qm/(Twz — 
T,,j). The net wall heat flux from the duct walls to the air flow was 
obtained by subtracting the external heat loss from the electric 
power supplied to the film heaters. The heat loss test at each 
measurement point of the test section is obtained under the no -flow 
condition for 0, 250, 500, 750, 1000, and 1250 rpm. The average 
value of heat loss with two vertical and two horizontal orientations 
of the test cylinder was taken. The measured electrical power input 
and steady-state temperature determine the amount of heat loss at 
the measured temperature. By varying the electrical power input, 
the relationship between the heat loss and temperature can be 
obtained. The external heat loss including the axial conduction and 
convection was attributed to both conduction from the heated test 
section to the model support structure and convection to the 
ambient air in the test cell. The value is about 457.32 watt/m2 for 
the extreme cases. It had a 7.5 percent heat loss for total input 
power. The local Nusselt number was calculated from the local 
heat transfer coefficient, hydraulic diameter, and thermal conduc
tivity of air as 

Nun = hzD/kai (2) 

The thermal conductivity of air was based on the local bulk 
temperature. 

3.3 Uncertainty Analysis. The errors in the temperature 
reading can be obtained from the calibration of the thermocouples. 
The uncertainty was ±0.1°C from the readout of the data recorder. 
The difference between the wall temperature and bulk temperature 
is greater than 15°C. The calibration of the flow rate was carried 
out with compressed air at 5 atmospheric pressure. The maximum 
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error in the flow rate was about three percent at 43 liter/min. The 
rotational speed was detected by a tachometer with a bit of oscil
lation. The maximum error of the rotational speed was two percent 
at 250 rpm. The uncertainties of air thermophysical properties 
were included in the analysis. Uncertainties in parameters were 
estimated by using the root-sum-square method of Kline and 
McClintock (1953). The measured value and its uncertainty can be 
expressed as R = R ± SR. The uncertainties of cross-sectional 
area, power, volume flow rate, pressure, temperature, Reynolds 
number, Nusselt number, Rotation number, and Rayleigh number 
were estimated within ±1.41 percent, ±4.03 percent, ±2.33 per
cent, ±2 percent, ±4 percent, ±2.73 percent, ±7.23 percent, 
±3.24 percent, and ± 10.33 percent for a flow rate of 43 liter/min 
and a rotational speed of 250 rpm, respectively. 

4 Results and Discussion 

The experiment was conducted to determine the distribution of 
the local Nusselt number along the four duct walls for the ranges 
of Reynolds number (Re = 20,000, 30,000 and 40,000), rotational 
speed (0, 250, 500, 750, 1000, and 1250 rpm), and outlet-to-inlet 
temperature differences (Tb,0 - Tbti = 10, 15, and 20°C). 

4.1 Nonrotating Condition on Wall Temperature and Heat 
Transfer. Figure 3 gives the wall and coolant bulk temperatures 
at Re = 20,000, 30,000, and 40,000 for ft = 0. The temperature 
differences among those of leading (trailing) and side walls are not 
significant. As the Reynolds number increases, the gradient of the 
coolant bulk temperature decreases. The average slope of the wall 
temperature distribution is the same as the slope of the coolant 
bulk temperature distribution at the selected Reynolds numbers. 
The temperature difference in the regions of two 90-deg bends 
drops due to a large heat transfer rate in this region. As the 
Reynolds number increases, the effect of bends on the wall tem
perature is less pronounced. 

Figure 4 shows the effect of Reynolds number on the local 
Nusselt number at Re = 20,000, 30,000 and 40,000. The results 
are also compared with the Dittus-Boelter (1930) correlation 

Nu« = 0.023 Re08 Pr° (3) 

for fully developed turbulent flow in a smooth circular duct with 
uniform wall temperature. It is believed that the Nusselt number 
shown in Eq, (3) is about the same as that in a square duct with 
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40,000 and 

uniform wall heat flux (Holman, 1989). The measured results show 
that the values of Nu of these passages increase with the increase 
in Re and reasonably agree with those of the Dittus-Boelter (1930) 
correlation near the end of each passage. On the first, second, and 
third turn, the Nusselt numbers are higher than those in the 
passages due to the secondary flow induced by the two 90-deg 
bends. The Nusselt number achieves its highest value at the second 
90-deg bend. 

4.2 Rotational Effects on Heat Transfer. Figure 5 reveals 
the effects of rotation number on the local Nusselt number ratio at 
Re = 20,000 and Ro = 0.042, 0.085, 0.127, 0.169, and 0.210. The 
Nusselt number on the trailing edge for the first and the third passages 
increases with the increase in the rotation number. Similarly the 
Nusselt number on the leading edge for the second and fourth pas
sages also increases with the rotation number. This tendency is more 
noticeable at a higher rotation number than that at a lower rotation 
number. On the trailing edge for the outward flow (e.g., the first and 
third passages) and on the leading edge for the inward flow (e.g., the 
secondary and fourth passages), the heat transfer coefficients are 
increased. It is seen that the difference between Nusselt numbers on 
the trailing and leading edges are larger in the first passage than that 
in the second, third, and fourth passages. 

Figure 6 shows the four-wall local Nusselt number ratios for 
Re = 40,000 and Ro = 0.105. Generally speaking, the Nusselt 
numbers on side walls are close to the lower values on leading and 
trailing edges except in the region of first turn. The local Nusselt 
number ratio on the trailing edge for the outward flow and on the 
leading edge for the inward flow is also increased. The Nusselt 
number ratio of the first passage is different from that of the 
second, third, and fourth passage. This may be due to the entrance 
effect in the first passage. Generally, the Nusselt number ratios in 
the second, third, and fourth passage drop monotonically from 
higher values to values greater than one. The Nusselt number ratios 
in the bend regions are higher than that in the straight passages. 
The Nusselt number ratio of the second turn is different from those 
of the first and third turn. The flow is accelerated by the centrifugal 
force near the channel wall in the second passage. 

4.3 Rotation Number Effects on Heat Transfer Rate. Fig
ure 7 shows the local Nusselt number ratio Nun/Nu0 with Ro at 
selected Z/D for Re = 20,000, 30,000, 40,000. The values of Nu0, 
indicating the Nusselt number under the stationary condition, are 

shown in Fig. 4 and Table 3. It is not shown in Fig. 4 that the 
enhancement in heat transfer at smaller Z/D is less than that at 
higher Z/D. In the regions of 180-deg bends the enhancement of 
the heat transfer rate is observed due to the rotation. It is also noted 
that there is no appreciable difference between the Nusselt num
bers of leading and trailing edges in the regions of first, second, 
and third turns. In the second and fourth passages, the Nusselt 
numbers of leading edge are higher than that of trailing edge. 

4.4 Rotational Buoyancy Effect on Heat Transfer Rate. 
Figure 8 shows the centrifugal buoyancy effect on the mean heat 
transfer rate at each passage for Re = 20,000. The inlet-to-outlet 
bulk temperature was kept at Tbi0 - Tbii = 10, 15, and 20°C. In 
a rotational flow field like this, centrifugal force exerts in the main 
flow by producing a radial pressure gradient. With density varia-
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Fig. 8 The centrifugal buoyancy effect on heat transfer rate at each 
passage for Re = 20,000 

force to hydrodynamic centrifugal force is /3A7\ which is smaller. 
The values is about 0.068. Due to the increasing heat flux, the 
mean heat transfer rate increases on both the leading edge and 
trailing edge of all passages. The heat transfer enhancement is 
gradually increased for a higher temperature difference. Under 
different conditions, buoyancy flow may provide opposing or 
aiding effect to the main flow. In the outward flow passage, the 
direction of forced flow opposes the buoyancy flow (opposing 
flow). In the inward flow passage, these two forces are in the same 
direction (aiding flow). The Nusselt number ratio increases with 
the increase in the Grashof number in all passages. This observa
tion is different from that observed by Hwang and Kuo (1997) at 
Re = 5000. These phenomena can be found by analyzing mixed 
convection of the buoyancy-induced opposing and aiding flows in 
a vertical heated tube (Buhr et al., 1974; Abdelmeguid and Spal
ding, 1979; Cotton and Jackson, 1987). With increasing the rota
tional buoyancy parameters in the outward flow passage, the 
increased tendencies on heat transfer were found by Wagner et al. 
(1991a, b), Morris and Ghavami-Nasr (1991), and Han and Zhang 
(1992). The combined effect on the heat transfer rates is obtained. 
The increase in the Nusselt number ratio with Tbjl - TbJ = 
10-20°C can be more than 20 percent in the third passage. 

tion in the nonisothermal flow, additionally, the thermal buoyancy 
stemmed from centrifugal force emerges, and alters flow and heat 
transfer characteristics significantly. In the extreme case of the 
present study, 7\„ - Tbii = 20°C, the ratio of thermal centrifugal 

4.5 Correlation of the Heat Transfer Results. Figures 9(a) 
and (b) show the correlation of heat transfer data for the serpentine 
flow passage on the leading and trailing edges. Note that the 
correlations are for the outlet and inlet temperature difference 
T,,,„ - T,,j = 20°C and Reynolds number = 20,000, 30,000 and 
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Fig. 9 The correlation of heat transfer data for the serpentine flow passage 

40,000. By using the ratio of Nun/Nu0, Hwang and Kuo (1997) 
correlated the data of outward and inward flows on the leading and 
trailing edges of a single straight tube, including those of Wagner 
et al. (1991a), Han et al. (1993), and Mochizuki et al. (1994) for 
inward and outward flow in a serpentine passage. The rms values 
in Kuo and Hwang (1997) should be multiplied by the square root 
of the number of data. 

Hwang and Kuo (1997) correlated the experimental data for the 
rotation numbers 0 to 0.032. Due to the effects of the high Rotation 
number, the correlation (Hwang and Kuo (1997)) is modified with the 
present experimental data. The values of the second coefficient in 
function F are changed. Also, due to the effects of the first passage 
and the 180-deg bend, the correlation of the inward flow passage 
cannot be used for the second flow passage. However, new correla
tions are derived to fit the data of the serpentine passage. For the 
leading edge, root-mean-square differences of 6.81 percent and 7.12 
percent are found in the first and third passage, and 6.90 percent and 
7.13 percent are in the second and fourth passage. Also for the trailing 
edge root-mean-square, differences of 6.31 percent and 8.91 percent 
are in the first and third passage and 4.04 percent and 7.17 percent are 
in the second and fourth passage. The experimental data of Wagner et 
al. (1991b) for uniform wall temperature, and Yang et al. (1992), Han 
et al. (1993), and Mochizuki et al. (1994) for uniform wall heat flux 
are also presented. The data of Yang et al. (1992), Han et al. (1993), 
and Mochizuki et al. (1994) fit generally well with the present corre
lations on both the trailing and leading edges. Possibly due to the 
thermal boundary condition of constant wall temperature, the data of 

Wagner et al. (1991b) show large rms (root-mean-square) errors from 
the present correlation. 

4.6 Heat Transfer in Bend Regions. There are three bend 
regions in the present four-pass serpentine channel. The cooling area 
and the cooling capacity of bend regions cannot be overlooked. Figure 
10 shows the Nusselt number ratio Nun/Nu„ versus Re at the first and 
second points of these three bends. It is easy to understand that the 
trailing wall at the first point and the leading wall at the second point 
have larger values of the Nusselt number in Re £ 10,000 (Han et al., 
1993). At higher values of Reynolds number, say Re & 20,000, no 
appreciable difference in the heat transfer of trailing and leading walls 
is observed, regardless of the position of measurement. Yang et al. 
(1992) obtained higher values of the Nusselt number ratio than the 
present study did. Yang et al. (1992) used a round turn in their 
serpentine channel instead of rectangular ones in Han et al. (1993) and 
the present study. Although the flow in a bend region of a rotating 
passage is extremely complicated, it seems reasonable to speculate 
that the rectangular bend has a more complex secondary vortex 
system and better mixing than a round turn and, in turn, a higher heat 
transfer rate. 

5 Concluding Remarks 

In heated, radially rotating flow passages, the experiments have 
provided a comprehensive discussion of heat transfer characteris
tics in a serpentine channel. To meet the real engine conditions, the 
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intake coolant was pressurized at 5 atmospheric and cooled to 
increase the density ratio before entering the rotating ducts to 
achieve a high rotation number and Grashof number simulta
neously. Therefore, one is able to obtain, in the test rig, the values 
of the Reynolds number, Rotation number, and Grashof number 
similar to that of a real turbine engine. 

This investigation has presented results of the effect of the 
Coriolis-induced cross-stream and centrifugal-buoyancy radial 
secondary flows on the convective heat transfer of flow in a 
rotating square serpentine channel. The secondary flow associated 
with the Coriolis and buoyancy forces results in the difference 
between the rotating and nonrotating flow cases. In the outward 
flow, the rotation-induced cross-stream secondary flow enhances 
the heat transfer on the trailing edge. On the contrary, the heat 
transfer on the leading edge is not enhanced. In a turbulent flow 
regime (Re s 20,000), the heat transfer rate increases with an 
increase in centrifugal buoyancy effect characterized by a rota
tional Grashof number, It is noted that the effects of the rotation 
number on heat transfer coefficients are the most pronounced in 
the first passage due to an increase in the rotational Grashof 
number. Due to the stronger secondary flow and better vortex-
generation capability, it is not continue that heat transfer enhance
ment is significant at all bend regions. The heat transfer data of the 
serpentine flow passage on the leading and trailing edges are 
correlated for Re = 20,000 ~ 40,000, Ro = 0.042-0.21, and Gr* 
~ 0.024. The data of constant wall heat flux in the present study 
and existing literature lie within ten percent of these correlation 
equations. The data of constant wall temperature show large de
viations from the correlation. 
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Free Jet Impingement Heat 
Transfer of a High Prandtl 
Number Fluid Under Conditions 
of Highly Varying Properties 
An experimental investigation was performed to determine the heat transfer rates for an 
impinging free-surface axisymmetric jet of lubricating oil for a wide range of Prandtl 
numbers (48 to 445) and for conditions of highly varying properties (viscosity ratios up 
to 14) in the flowing film. Heat transfer coefficients were obtained for jet Reynolds 
numbers from 109 to 8592, nozzle orifice diameters of 0.51, 0.84 and 1.70 mm and a 
heated surface diameter of 12.95 mm. The effect of nozzle to surface spacing (1 to 8.5 
mm), was also investigated. Viscous dissipation was found to have an effect at low heat 
fluxes. Distinct heat transfer regimes were identified for initially laminar and turbulent 
jets. The data show that existing constant property correlations underestimate the heat 
transfer coefficient by more than 100 percent as the wall to fluid temperature difference 
increases. Over 700 data points were used to generate Nusselt number correlations which 
satisfactorily account for the highly varying properties with a mean absolute error of less 
than ten percent. 

Introduction 

Interest in using lubricating oils as coolants is increasing in spite 
of their being poor heat transfer fluids, especially in sophisticated 
systems such as electrical drive systems in aircraft (Pais et al., 
1995), integrated starter/generator turbine engines (Ferreira and 
Richter, 1993), and terrestrial engine/generator sets. Lubricating 
oil is an attractive coolant for aircraft applications because it is 
generally in close proximity to the electrical generating equipment. 
It is also pre-existing on aircraft and therefore does not require (1) 
flight qualification, (2) new maintenance procedures, (3) additional 
inventory space and logistics procedures, and (4) additional envi
ronmental protection guidelines. These four advantages translate 
into greatly reduced operational costs which may far outweigh any 
loss in cooling efficiency. Lubricating oils such as Coolanol and its 
replacement, polyalphaolephin (PAO), and even jet fuel (being 
considered as a coolant alternative (Pais et al., 1993)) are generally 
known for their large Prandtl number and strong dependance of 
viscosity on temperature. These oil-cooled systems must operate 
over a large-temperature range, 233-393 K, and consequently 
large variation in coolant Prandtl number. Because of the lack of 
applicable correlations, it is of great interest to the aircraft industry 
to obtain jet impingement heat transfer prediction capability using 
these fluids over wide Prandtl number ranges. 

Jet impingement heat transfer is known for its ease of imple
mentation and high heat transfer coefficients. It has been employed 
for the drying of paper and textiles, tempering glass, bearing 
cooling, turbine blade cooling, and electronics cooling. Many 
excellent surveys have been performed for air jet impingement 
(Livingood and Hrycak, 1973; Martin, 1977; Downs and James, 
1987), liquid jet impingement (Webb and Ma, 1995), comparison 
of jet impingement versus spray impingement (Gu et al., 1993), 
numerical modeling of jet impingement (Polat et al., 1989), and 
boiling jet impingement (Wolf et al., 1993). 

Metzger et al. (1974) were perhaps the first to investigate the 
effects of Prandtl number on jet impingement heat transfer. Their 
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experiments were conducted using both water and synthetic lubri
cating oil issued from a long pipe type nozzle and impinging on a 
heated copper disk. For the oil, 85 < Pr < 151 and 2.2 X 103 < 
Re £ 12.1 X 103. The following correlation was proposed for the 
lubricating oil: 

NIL, 2.65Rer7Pr0 2 4(D/rf)" V«»//Oc (1) 

where all properties are based on T„„, except n„, which is based 
on T„. The adiabatic wall temperature was obtained from 

Pr" = 2cp(Tm - TJ/U2 (2) 

where n = 0.6. The data also showed a definite dependence of r* 
on the nozzle diameter, d. Metzger et al. (1974) obtained the 
majority of their heat transfer data for T„ — Tm, = 3.3 K to avoid 
the problem of variable properties. The effect of viscous dissipa
tion for large Prandtl numbers becomes extremely important in the 
calculation of the heat transfer coefficient for temperature differ
ences of this order because Ta„ — Tj is of the same order as T„ — 
Ta„. A limited number of data were obtained for Tw — Taw equal 
8.9 and 17.8 K to study the effects of variable properties. Increas
ing the temperature difference had the effect of increasing the heat 
transfer coefficient. The ratio, IX,JIL„, specifically accounts for 
the variable properties and Eq. (1), was stated to be valid for 1.0 s 
fxj\xw < 1.7. 

Ma et al. (1990) later studied the effects of Prandtl number on 
local heat transfer. They obtained results for a jet of transformer oil 
or ethylene glycol issuing from a pipe-type nozzle onto a resis-
tively heated 20-ynm thick constantan foil. The Prandtl number 
ranges were 202 to 260 and 80 to 127, respectively. The exponent, 
n, in Eq. (2) was experimentally found to equal 0.5, which is also 
equal to that generally used for high-speed air flows. The majority 
of their results were obtained for the submerged jet although a few 
data were obtained for the free jet. Although the free-jet data were 
not explicitly correlated, it was found to match the submerged-jet 
data very near the stagnation zone, rid < 2.5. No attempt was 
made to account for variable properties although data were ob
tained for Tw - Tj up to 49.8 K. 

Ma et al. (1997a) studied free-surface obliquely impinging jets 
for transformer oil issuing from a pipe-type nozzle onto a 10-/xm 
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Fig. 1 Flow loop schematic 

thick constantan foil. The angle of the jet was varied from 45 deg 
to 90 deg. Local heat transfer results were correlated by the 
equation 

Nu,. = 0.00275 Re"2Pr> 
Re 0.0274[rMj 

1 + 0.145 r/rf 
(3) 

which has been simplified for the case of an orthogonally imping
ing jet. All properties were based on the film temperature, which 
was the average of the jet and wall temperatures. In their experi
ments, Ma et al. (1997a) were careful to maintain the difference 
between Tw and Ta„ at 10 K, thus also avoiding the issue of 
variable properties. 

For aircraft systems, the lubricating oil systems may operate at 
temperature extremes of from 233 K to over 393 K. The typical 
operating temperature range is from 303 K to 373 K, though, and 
the cooled component temperature may reach as high as 423 K, 
(i.e., T„ - Ta„ = 120 K and \X,J\L„ > 14. This study explores 
the effects of extended Prandtl number and property variation due 
to large wall-to-fluid temperature differences on free-jet impinge
ment heat transfer. 

Experimental Apparatus 
The experimental apparatus (see Fig. 1) has three primary com

ponents, the flow loop, nozzle, and heat transfer surface. The flow 
loop consists of a magnetically coupled gear pump, preheater, flow 
meter, chiller, and test chamber. The preheater is used to obtain the 
desired jet temperature. The test fluid flows into the pool/reservoir 
in the chamber after impinging on the test heater. Chilled water 
flowing through a coil heat exchanger is used to maintain the 
reservoir fluid at a preset temperature. The test chamber was well 
insulated and a kapton heater was used to maintain the air space at 
the fluid temperature to prevent heat loss from the jet. The test 

0.97mm~3 

Fig. 2 Nozzle schematic 

chamber allowed independent control of system pressure, but was 
left open to the atmosphere for all tests with lubricating oil. 

The geometry and dimensions of the jet nozzle are shown in Fig. 
2. The nozzle body was supplied by a 8.12-mm ID tube 16 
diameters long. The supply tube passed through the chamber wall 
via an o-ring seal. This allowed the nozzle-to-surface distance to 
be adjusted by sliding the tube up or down. Three different orifice 
diameters were used and are listed in Table 1. This orifice design 
was selected because it most closely models what would be used 
in application, (see Pais et al. (1995) or Jiji and Dagan (1987, 
1992) and Pan et al. (1992)). 

The heat transfer surface is shown in Fig. 3 and consists of a 
12.95-mm diameter oxygen-free copper block. The copper block 
was enclosed in low thermal conductivity (0.3 W/mK) rigid insu
lation and heated from below by a resistively heated nichrome wire 
sandwiched between two plates of boron nitride. The sides of the 
copper block were well sealed against the insulating enclosure to 
prevent fluid from leaking into the module. High-temperature 
silicone sealant was used for this purpose. The exposed face of the 
copper block was sanded and glass beaded (34 /urn nominal bead 
dia.). The surface was then cleaned with potassium hydroxide 
followed with methanol to remove finger oil, silicone residue, and 
other residue. The surface roughness was measured and an ISO 
roughness standard, Ra, was found to be 5 nm ± 1 nm. Three 
0.12-mm wire diameter type-T thermocouples were imbedded in 
the copper block through 0.5-mm diameter holes and were used to 
calculate the heat flux. The heat loss was calculated as the differ
ence between the measured flux at the surface and the electrical 
power in. Heat loss was greater than 40 percent for Nu,, less than 
10 but decreased to less than 15 percent for Nu,, greater than 50. 

The presently used surface configuration was selected because it 
most closely models the heat transfer situations of interest such as 
the cooling of aluminum stator housings (Pais et al, 1995) or 
power electronics which are typically packaged with thick (>2.5 
mm) copper bases. Wang et al. (1989) analytically studied the 
effect of surface thickness and thermal conductivity on heat trans
fer for a laminar free surface impinging jet of water. For a thick 
surface or high surface thermal conductivity, large radial variations 

Nomenclature 

cp = specific heat 
d = jet diameter 
D = heated surface diameter 
h = heat transfer coefficient 
k = fluid thermal conductivity 
L = length of square heater, Eq. (5) 
m = number of jets, Eq. (5) 

Nu,, = surface averaged Nusselt number, 
hdlk 

Pr = Prandtl number, fxcp/k 

heat flux 
= radial coordinate 
= recovery factor 
= ISO R468 parameter for surface 

roughness 
Re,, = Reynolds number, Ud/v 

Tf = film temperature (T,„ + T„)I2 
U = bulk average jet velocity 
z = nozzle to surface distance 
p = density 
ix = dynamic viscosity 

q 
r 

Subscripts 

aw = property based on adiabatic wall 
temperature 

avg = average 

max 
w 

j = property based on jet temperature 
ix = maximum 

property based on wall tempera
ture 
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Table 1 Nozzle dimensions 

d [mm] B [mm] 

0.508 2.79 
0.838 4.83 
1.702 4.83 

of the imposed temperature or heat flux profiles had a negligible 
impact on local heat transfer coefficients. For thinner and low 
thermal conductivity surfaces, the same imposed temperature and 
heat flux profiles caused large radial variation, (>20 percent), in 
the local heat transfer values. Rahman et al. (1998a) performed a 
numerical investigation of the effects of heat transfer surface 
thickness and thermal conductivity on jet impingement heat trans
fer. To illustrate the dramatic effect of surface configuration, their 
results are summarized in Table 2 for the present surface config
uration and an alternate configuration more commonly used in jet 
impingement studies. Note that while the thick copper surface has 
a much lower /z>vg, it also has a lower maximum surface temper
ature and a much lower maximum surface temperature variation, 

Uncertainty Analysis 
A Hewlett Packard 3 852A data acquisition system was used to 

make all voltage and temperature measurements. This device has 
a resolution of 0.02°C and rated accuracy of 0.65°C for type-T 
thermocouples. The data acquisition unit and type-T thermocou
ples were calibrated as a unit, using a precision digital RTD, 
(0.03°C rated accuracy), over the temperature range of interest. 
The system accuracy for temperature measurement was better than 
0.1 CC after calibration. The uncertainty of the velocity calculation 
was dominated by the uncertainty of the positive displacement 
flow meter which was 0.5 percent of the reading. Flow velocity 
was based on the orifice cross-sectional area. 

The individual temperatures given by two type-T thermocou
ples, 2.54 and 7.44 mm from the top surface (see Fig. 3) and 
one-dimensional approximation of the heat conduction were used 
to calculate the heat flux, q. A third thermocouple, 12.3 mm below 
the surface, was used to obtain a corroborating measurement for 
heat flux. The validity of the one-dimensional approximation was 
confirmed by a detailed numerical model of the conjugate heat 
transfer problem (Rahman et al, 1998b). The uncertainty of the 
thermal conductivity, bead location in the holes, hole locations, 
and the temperatures were considered as well (see Leland (1994) 
for details). The standard Kline and McClintock (1953) approach 
to random uncertainty shows that the error of the heat flux calcu
lation decreases rapidly as the heat flux increases. Random uncer
tainty analysis also shows that the heat flux calculation is domi
nated by the uncertainty of the temperature measurements for heat 
fluxes less than 30 W/cm2. For heat fluxes of 11.9, 31.2, and 65.1 
W/cm2, random uncertainties were 10.0, 4.9, and 3.7 percent, 
respectively. 

Fig. 3 Heater schematic 

Table 2 Surface-dependent heat transfer and temperature 
data 

Material 

copper 
constantan 

Re, = 

Thickness 
[mm] 

10 
0.125 

= 550, Tj = 348 K, z 

ft,VE [W/ 
m2K] 

3.9 
10.9 

= 8.5 mm, q 

T 
1 max 

[K] 

388 
404 

= 63 kW/m2 

Armai 

[K] 

1.3 
18 

The wall temperature, T„, was extrapolated using the same 
temperature difference for calculating the heat flux. The uncer
tainty in T„ ranged from 0.26 to 0.32 K over the range of exper
imental values obtained. The error in T„ increased with heat flux 
so the impact on Nusselt number became less for larger film 
coefficients. The average jet temperature, Ts, was measured with 
an exposed bead 0.76-mm diameter type-T probe thermocouple. 
This thermocouple was also calibrated to 0.1 °C. The film coeffi
cient was calculated from the following equation: 

h = q/(T„, - Tm) (4) 

where Taw is obtained from Eq. (2). With n = 0.47, Eq. (2) 
correlated the present results with a mean absolute error of 25 
percent. This error was used to establish the uncertainty of Tm. 
The random uncertainty in T„w thus ranged from 0.10 K for 
combinations of small Prandtl numbers and velocities to 1.8 K for 
combinations of large Prandtl numbers and velocities. The first 
approximation of the film temperature, (Tw + Tj)/2, was used to 
calculate the Prandtl number in Eq. (2). Thus, the uncertainty of 
Ta„ was smaller for higher heat fluxes. The average uncertainty in 
Ta„ for all the data was 0.35 K. 

Finally, the equations for the random uncertainties of q, T„„, 
and Tw were combined to obtain the uncertainty of the heat transfer 
coefficient Eq. (4). The Kline and McClintock (1953) approach to 
random uncertainty analysis shows that the heat transfer coeffi
cient calculation is dominated by the uncertainty in q and T„„ for 
small heat transfer coefficients and by the other temperature mea
surements for larger heat transfer coefficients. Remember that the 
uncertainty in Ta„ is greatest for large Prandtl numbers and espe
cially for large-jet velocities. For 83 percent of the data, the 
uncertainty was between three and five percent. Another 13 per
cent of the heat transfer coefficient data had an uncertainty of 
between five and ten percent. The remaining four percent of the 
data had an uncertainty of between 10 and 31 percent with the 
majority of these data tending toward ten percent uncertainty. The 
random uncertainty in the Nusselt number is essentially equal to 
the uncertainty in the heat transfer coefficient. Thus, the accuracy 
of the measured Nusselt numbers is quite good. 

Several runs for increasing and decreasing heat flux were con
ducted to determine the repeatability of the results. The repeatabil
ity was well within the experimental error, thus indicating that the 
above results are conservative. 

Experimental Procedure 
For each series of tests with a particular nozzle, the nozzle-to-

wall distance was adjusted to attain a desired distance. This dis
tance was then measured with a dial indicator and recorded. For 
each test run, the desired flow rate was attained and power to the 
preheater and coolant flow rate of the chiller were then adjusted to 
obtain the desired jet temperature. Once test conditions were 
reached, the surface was allowed to come to steady-state and 
adiabatic wall temperature measurements were made. Power to the 
test heater was then increased in 10-W increments until an input 
power of 100 W or a maximum heater temperature of about 455 K 
was achieved. Temperatures were held at steady-state for a period 
of ten minutes before readings were recorded. 

Results 
Over 700 data points have been obtained covering 109 £ Rerf < 

8592, 48 < Pr < 445, and surface to jet-diameter ratios, Did, of 
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Fig. 4 Nu„ versus Red for 7} = 343 K and constant flow rates 

7.61, 15.45, and 25.49 which correspond to the nozzle diameters 
listed in Table 1 and a surface diameter of 12.95 mm. The surface 
to nozzle spacing, z, was varied from 1 to 8.5 mm which yielded 
zld ratios of 1.19 to 7.87. Variable properties in the post impinge
ment film were the result of large wall-to-jet temperature differ
ences, T„ — Tj. A maximum wall-to-jet temperature difference of 
130 K was measured during these experiments. The effect of 
variable properties is embodied in the adiabatic wall-to-wall vis
cosity ratio, /x0„//u,„, which ranged from 1 to 14.28. It is important 
to note that all properties are based on the film temperature, Tf = 
(Taw + T„)/2, unless otherwise noted by a subscript. 

Adiabatic Wall Temperature 

The adiabatic wall temperature, Ta„, is predicted using Eq. (2) 
where n = 0.47 was found by correlation with experimental data. 
For the prediction of T„, the Prandtl number in Eq. (2) was based 
on the first approximation of the film temperature or (Tj + T„)/2 
rather than Tj alone. This was done because Pr will change under 
increased T„ and viscous dissipation should reduce as the film 
heats up across the surface. This approach also led to better 
correlations for Nu,, 

Equation (2) is commonly used to calculate the adiabatic wall 
temperature (Kays and Crawford, 1980). Metzger et al. (1974) were 
the first to show the significance of viscous dissipation for impinging 
jets of high Prandtl number yet moderate velocity. They showed a 
clear dependance of T„ on d. Gardon and Cobonpue (1961) using air 
jets noted a dependence of Tm on parameters, zld and d, as well as the 
Prandtl number. They noted that (Taw — 7}) was a maximum at zld = 
10. Goldstein et al. (1986) in his study with air jets showed that the 
recovery factor r* varies dramatically with r near the stagnation zone. 
A dependence on nozzle-to-wall spacing and a possible, albeit slight, 
dependence on the Reynolds number was also noted. During the 
process of the present study, several significant experimental investi
gations by Ma et al. (1997a, b, c) and one numerical investigation by 
Lee et al. (1997) concerning the recovery factor were published. Data 
for the fully developed axisymmetric free jet (Ma et al., 1997a) using 
transformer oil is qualitatively similar to that of Goldstein et al. (1986) 
but showed a strong dependency on radial position outside of the 
stagnation zone and an added dependence on impingement angle. A 
numerical confirmation of these results was performed by Lee et al. 
(1997). The numerical results confirmed most of the observed trends 
but showed no dependence of r* on d for a small range of d. 

Although the above works conclusively show that the recovery 
factor is sensitive to many parameters other than the Prandtl 
number, Eq. (2) has been found by previous researchers to give 

adequate results. Metzger et al. (1974) correlated Eq. (2) with n = 
0.6 for a fully developed jet of lubricating oil issuing from a 
tube-type nozzle onto a 3-mm thick copper surface. Ma et al. 
(1990) correlated Eq. (2) with n = 0.5 for a fully developed jet of 
transformer oil issuing from a tube-type nozzle onto a 20-/xm thick 
constantan surface. Thus, the exponent of 0.47 found in this study 
compares well with previous work and the use of Eq. (2) is more 
than adequate because Tm is less important in calculating the heat 
transfer coefficient for the large T„ - Tj data which are the focus 
of this study. 

Nusselt Number Data 
Figure 4 illustrates the importance of considering varying prop

erties when utilizing existing correlations. The effect of t„ - Tm 

on Nu,, is plotted for different flow rate and Tj pairs. At very low 
values of Tw — Tam the data compare very well with the corre
lation generated by Metzger et al. (1974) for transformer oil. This 
correlation was derived from data for T„ - T,„ = 3.3 K. As T„ -
Tm increases for a given flow rate and 7}, the data diverge from 
the correlation. The error increases beyond 100 percent for large 
Re,, and Tw - 70,„. For each flow rate and 7, pair the data points 
for T„ - Ta„ R> 36 K are filled. These data points show how the 
data for a given value of 7„, - Ta„ diverge from the correlation 
with increasing Re,,. Figure 5 shows the effect of Pr, Ts and T„ -
Taw on Nu,,. For each flow rate and 7} pair, Tw — Ta„ increases to 
the left and upward. For Tt = 303 K, increasing T„ - Ta„ causes 
a large reduction in Pr but modest increase Nu,,. As 7, increases, 
the same T„ — Taw causes a smaller decrease in Pr but a larger 
increase in Nu,,. The filled symbols represent data for T„ — Ta„ = 
31 K. Note that the effect of T„ — Taw on Nu,, is stronger for larger 
flow rates, (or Re,,j). Finally, note that the data for different flow 
rates begins to converge as Pr increases. Thus, for a sufficiently 
high Pr, a change in RedJ may have little or no effect on Nurf. 

The effect of nozzle diameter is shown in Fig. 6. Higher Nusselt 
numbers are achieved for the larger nozzle diameter for the same 
Re,,. However, this does not imply that h is greater. In fact, given 
the same flow rate, 7} and Tj, h is higher for the 0.508-mm nozzle. 
Metzger et al. (1974) obtained similar results for a constant nozzle 
diameter and varying heater diameter, D. Ma et al. (1990) have 
shown that the nozzle-to-wall separation distance has a negligible 
effect on stagnation point heat transfer zld s 8 for free-surface jet 
impingement. The present data taken for 1.9 < zld < 4.8 
corroborates their results. 
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Nusselt Number Correlations 
The results presented in the previous section show that the 

Nusselt number is a function of Re,,, Pr, Did, and T„ - Taw but 
not z/d for the range of the variables studied. The effect of variable 
properties is generally accounted for by including the ratios of 
l^jll^n, TJTj. Metzger et al. (1974) correlated data for synthetic 
lubricating oil for, 85 < Pr < 151, 2200 < Rerf < 12100, 1.75 < 
Did < 25.1, and 1.0 < fieJii„ < 1.7 where Red and Pr are 
based on Tm rather than Tf, to obtain Eq. (1). The present data 
match their results for small values of T„ — Taw, (i.e., /xaB,//x„, < 
2). However, for larger values of T„ - Taw, the correlation either 
under or over predicts even though the other parameters are within 
range. Another possible reason for the incongruence is the type of 
nozzles used (orifice in the present as opposed to pipe type in 
theirs). For data outside the valid range of Re,, and Pr, Eq. (1) 
under and over predicts by as much as 36 percent and 340 percent, 
respectively. 

Jiji and Dagan (1987) obtained the following correlation for 
single and multiple-jet impingement of water and FC-77 for 5 s 
Pr < 27, 3100 < Re„ < 12,300, 12.7 < Lid < 25.4 and m = 1, 
4, or 9, where the properties are based on Tf = (T„ + Tj)/2: 

Pr1/3(0.008mL/rf + 1). (5) 

This equation fits the present data well for Re,, > 1000 and Pr < 
100. The correlation rapidly diverges and significantly overesti
mates Nu,, for Re,, < 1000 and modestly underestimates Nu,, for 
Pr > 100. 

The realistic use of high Pr fluids with large Tw — Taw in actual 
applications has created a need for correlations that account for 
large variations of properties within the boundary layer. Based on 
the correlations of Azuma and Hoshino (1984a and 1984b) and Liu 
et al. (1991) it was determined that the films generated in the 
current experiments were laminar and far from transition to tur
bulence. In a numerical study of the present experiment, Rahman 
(1998b) has determined that a transition to turbulence begins to 
occur at the very edge of the heat transfer surface for large values 
of Re,,. Nevertheless, analysis of the current data indicates a clear 
distinction in the Nu,, for RerfJ < 800 and RedJ > 1100. For 
intermediate 800 < Re,,j < 1100, the data follows either trend or 
falls in between. This disparity is explained by the results of 
Ellison and Webb (1994) who showed that the state of the jet being 
laminar or turbulent prior to impingement can have an effect on the 
heat transfer. The current results were correlated for Re,, < 800 
and Re,, > 1100 and are represented by Eqs. (6) and (7), respec
tively. The data were first subdivided to accurately determine the 

dependancies on Re,,, Pr and the other variables. A weighted 
least-squares technique was used to calculate the constants and 
coefficients: For an initially laminar jet 

Nu, = 0.28 R e r Pr° 

and for an initially turbulent jet 

Nu„= 1.78 Re?/38 Pr0'22 

- 0 . 1 0 

- 0 . 3 0 

(6) 

(7) 

Note that the Prandtl number exponent is very near the commonly 
used value of \ for the laminar jet case and is very close to the 
value found by Metzger et al. (1974) (see Eq. (1)) for the turbulent 
case. It is also interesting to note that the Reynolds number 
dependencies are very similar to those found by Ellison and Webb 
(1994) for laminar and turbulent jets. Figures 7 and 8 show how 
the data compare to these correlations. The laminar and turbulent 
correlations fit the data with mean absolute errors of 5.4 percent 
and 7.0 percent, respectively. To predict Nu,, for 800 S Re,, < 
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1100, it is suggested that Eqs. (6) and (7) be averaged. The 
outlying points are for very low T„ — Tmv and large flow rates 
where the random uncertainty is greatest and variable properties 
are hardest to compensate for, (see Fig. 4). Thus, the correlation of 
Metzger et al. (1974) is recommended for very low T„'— T„ 
conditions. 

Conclusions 

Over 700 data points were obtained for a wide range of condi
tions, (i.e., 109 < Re,, < 8592, 48 < Pr < 445, and surface-to-jet 
diameter ratios, Did, of 7.61, 15.45, and 25.49), and highly vary
ing properties, (a wall to jet temperature difference of 130 K was 
measured). The effect of variable properties is embodied in the 
adiabatic wall to wall viscosity ratio, ju-ow//x„,, which ranged from 
1 to 14.28. The data were correlated with excellent accuracy. A 
division in the data for laminar and turbulent jet conditions led to 
the generation of two correlations, Eqs. (6) and (7), with mean 
absolute errors of 5.4 percent and 7.0 percent, respectively. The 
use of the film temperature for the calculation of the properties was 
critical to obtaining such an excellent fit. These equations will 
provide a predictive capability that is useful in the design of 
practical heat transfer equipment for the cooling of electronics, 
generators, and other systems utilizing high Pr coolants. Other 
conclusions are summarized as follows: 

1 Heat transfer surface configuration has an important effect 
on the Nusselt number and should be considered when choosing a 
correlation. More research is needed on this topic. 

2 The effect of recovery temperature should not be ignored for 
small Nu,,. The recovery factor was correlated by Pr0'47 although a 
dependance on other parameters such as the surface-to-nozzle 
diameter ratio and Reynolds number was witnessed. 

3 In agreement with the literature, the effect of nozzle-to-
surface spacing on Nu,, was found to have a negligible effect for 
zld < 4.8. 

4 For constant Re,,, larger nozzle diameters yielded higher 
Nu,,. However, for constant Re,,, Tf, and Th h is higher for 
smaller nozzles. 

5 For high Prandtl number fluids and very low wall to adia
batic wall temperature differences, the correlation of Metzger et al. 
(1974) Eq. (1) is recommended in place of Eqs. (6) and (7). 
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Plume Dynamics in Natural 
Convection in a Horizontal 
Cylindrical Annulus 
Measurements of the unsteady temperature fluctuations in the plume region between 
differentially heated horizontal concentric cylinders are reported. In particular, 
power spectral density estimates of the temperature fluctuations within the plume 
show the development and breakdown of the oscillatory plume structure at high 
Rayleigh number, Rad, by two relatively independent processes: (J) the development 
of harmonic oscillations related to the dominant plume oscillation frequency, and (2) 
interactions between the oscillating plume and the adjacent relatively stagnant core 
flow (shear and entrainment). The harmonic oscillations are shown to be the dominant 
energy transfer mode at moderate Rad (up to Rad = 10s), acting to disperse the plume 
energy without generating a broadband spectrum. The spectral density estimates show 
that while a distinct plume oscillation is still present near the inner cylinder at Rad — 
109, the plume becomes increasingly turbulent as the outer cylinder is approached. A 
new correlation for the plume oscillation frequency, which is found to be proportional 
to Ra0/, is also presented. 

Introduction 
Natural convection heat transfer is an important component of 

many engineering systems. The existence of thermal plumes that 
rise from heated surfaces is a common characteristic of natural 
convection flows, whether the flow is in an enclosure or is uncon-
fined. The structure of these thermal plumes is of considerable 
interest due to their dominant effect on the behavior of the flow 
(Turner, 1973). In the 1960s, researchers began investigating the 
development and dynamics of turbulence in buoyant flows along 
heated vertical plates and in free plumes, in the latter case focusing 
on the flowfield in the self-preserving region far away from the 
origin of the buoyant flow. Several theories have been put forth on 
the details of the spectral development of turbulent flows that 
include buoyancy, like stratified shear flows (Turner, 1973) or 
buoyant jets (Papanicolaou and List, 1987). The recent research of 
Dai et al. (1994, 1995) and Sangras et al. (1998) shows power 
spectral density (PSD) estimates from velocity and mixture frac
tion measurements in the self-preserving regions of buoyant tur
bulent plumes. 

The research reported here provides new detailed measurements 
of the fluctuating temperature in the thermal plume arising in the 
natural convection flow in a differentially heated horizontal cylin
drical annulus. This study examines the dynamics of the flow in the 
plume region, investigating primarily the breakdown of the well-
defined oscillation that develops at the onset of instability in the 
laminar flow at low Ra,,. From the instantaneous measurements, 
PSD are extracted. These data show the development of fluctua
tions in the plume, leading to transition to turbulence in the natural 
convection flow. 

The notion of an inertial subrange, where the energy transfer 
from one wave number to the next is only a function of the wave 
number and the spectral energy flux (or more clearly, that viscosity 
is unimportant in the transfer process) comes from the scaling 
arguments of Kolmogorov and Oboukhov for incompressible flow. 
In this range, the velocity spectrum is expected to decay with wave 
number (or frequency) as K~5/3. Other authors have extended this 
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theory to encompass flows with small density variations, in which 
temperature may be considered to be a passive scalar (Tennekes 
and Lumley, 1972). In this instance, the inertial subrange is known 
as a "convective subrange" and exhibits the same K~5/3 decay. 

In a buoyancy-driven flow where temperature is not a passive 
scalar, additional subranges with different scaling relations may 
develop. In stable stratification, a buoyancy subrange may develop, 
characterized by a K~3 scaling at lower wavenumbers changing to 
K~5'3 at higher wave numbers (Turner, 1973). Turner explains this 
phenomenon by noting that the local rate of energy transfer will be 
larger than the eventual dissipation rate when buoyancy is present 
since energy is extracted by working against gravity at larger 
scales. Bill and Gebhart (1979) observed a K 3 decay in the 
spectral density of velocity and temperature fluctuations at fre
quencies above 0.5 Hz for turbulent natural convection in air 
adjacent to a heated vertical surface. Papanicolaou and List (1987) 
present PSD measurements for turbulent round buoyant jets show
ing the existence of a K~5'3 inertial-convective subrange followed 
by an "inertial-diffusive subrange" where the spectrum decays as 
K~3 at higher wave numbers. This inertial-diffusive subrange has 
also been observed by Dai et al. (1994, 1995) and Sangras et al. 
(1998), and is attributed to buoyancy-generated inertia forces by 
Papanicolaou and List (1987). The existence of inertial subranges 
that are influenced by buoyancy underscores important buoyancy-
turbulence interactions, as noted by Sangras et al. (1998), and 
warrants further study. 

Natural convection in the cylindrical annulus formed by hori
zontal concentric cylinders has been widely investigated, and 
numerous studies have been published describing the flow phe
nomena (Bishop et al, 1968; Powe et al., 1969; Kuehn and 
Goldstein, 1976a) and providing correlations for the mean heat 
transfer rates between the cylinders (Kuehn and Goldstein, 1976b, 
1978, 1980; Bishop, 1988). With the exception of Lis (1966), who 
reported mean heat transfer results up to Ra,, = 1010, earlier 
studies of this problem were limited to Rad < 108. 

In a series of experiments using helium at cryogenic tempera
tures, Fersner (1986), McLeod (1987), Bishop (1988), and 
McLeod and Bishop (1989) obtained measurements of the fluctu
ating temperature field at Ra,, up to Ra,, = 2 X 109. They present 
mean temperature profiles and PSD measurements showing an 
increase in temperature fluctuations as Ra,, is increased from 107 to 
108, and an even more dramatic increase as Ra,, is increased further 
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to 109. However, the PSD measurements are presented on a linear 
scale, making it difficult to identify harmonics at higher frequen
cies and impossible to observe any inertial subranges, if they exist. 
The change in the turbulence level is attributed to a change in the 
plume structure above the inner cylinder from a quasi-laminar 
oscillating flow to a steady turbulent plume composed of small-
scale eddies. Sketches of the postulated flow structure showing the 
extent of the turbulence, which originates in the plume as it reaches 
the outer cylinder, are included in McLeod and Bishop (1989). 

In contrast to the research of Bishop and co-workers described 
above, the goal of the present research is to characterize the 
spectral distribution of the temperature fluctuation measurements 
to obtain fundamental information to understand the transition 
process and development of turbulence in buoyancy-induced flows 
in enclosures. Because of the relatively simple geometry presented 
by an annular enclosure, natural convection between horizontal 
cylinders is amenable to direct numerical simulations and the PSD 
data will also be invaluable for benchmarking numerical results 
and developing improved turbulence models that account for 
buoyancy-turbulence interactions. 

Experimental Facility and Data Acquisition 
This study considers the flow between two horizontal concentric 

stainless steel cylinders, which form an annulus with L = 265.0 
mm, r, = 9.5 mm, and r„ = 79.5 mm. The resulting gap width, 
d, radius ratio, R, and aspect ratio, A, are 70.0 mm, 0.12, and 
3.786, respectively. The inner cylinder is heated to 500 K while the 
outer cylinder is maintained at 300 K by a constant temperature 
bath. Ra,, is varied by changing the fluid pressure within the 
annulus, which has Pyrex windows to seal each end while allowing 
optical access. Complete details on the annulus assembly are given 
in Fisher (1996). Experiments are performed using air and xenon 
as the working fluids. Despite the relatively small aspect ratio, 
end-effects are confined to a limited region of the annulus as 
verified by smoke visualization studies reported earlier (Fisher et 
al., 1994). 

The fluid temperature is measured by seven 40-yxm diameter 
chromel-constantan (Type E) thermocouples located in a vertical 
line centered directly above the inner cylinder in the middle of the 
annulus. The thermocouples are mounted and evenly distributed in 
a rake structure at radial positions corresponding to r* = 0.1 to r* 
= 0.7. Compensation due to the thermal inertia of the wire is not 
performed, since the time constant of the wire (approximately 12 
ms) is small enough to satisfy the Nyquist criterion for sampling 
over the dynamic frequency range of the temperature measure
ments. Temperature data are acquired by a National Instruments, 
Inc. (Austin, Texas) 12-bit A/D system which is interfaced to an 
Apple Macintosh Centris 650 microcomputer running the National 
Instruments LabViewII virtual instrument software. The continu
ous voltage output from each thermocouple is sampled at 100 or 

200 Hz and stored in data files containing 4096 (4 K) points. 
Typically 40 records of data are acquired at each operating con
dition for each thermocouple location. 

The PSD of the temperature fluctuations are obtained by apply
ing a standard 2" fast Fourier transform (FFT) algorithm to seg
mented portions of the data record. Before processing, each en
semble is modified by a Hamming window on the first and last ten 
percent of the data to reduce spectral leakage. For this study, the 
ensemble size is fixed at 1024 (1 K) points, with an overlap of 50 
percent. This was found to be a suitable tradeoff between spectral 
resolution and statistical independence. After FFT processing, the 
individual PSDs are ensemble-averaged. Further details about 
these procedures can be found in Fisher (1996) and Fisher et al. 
(1994, 1995). 

Experimental uncertainties (95 percent confidence) were deter
mined by multiple measurements of a steady variable (Moffat, 
1982). The uncertainties in the geometric parameters d, R, and A 
are small (less than one percent). The uncertainty in the thermo
couple probe positioning is 2.0 percent. Maximum experimental 
uncertainties of the reported flow properties are as follows: 12 
percent for Ra,7; 38 percent for Er(f)/T'2 at Ra,, = 10s increasing 
to 63 percent for ET(f)/T'2 at Rarf = 109. 

Results 
As noted earlier, detailed descriptions of the natural convection 

flow in horizontal annuli have already been published. It is well 
known that the steady laminar plume that develops above the 
heated inner cylinder becomes unstable above a critical Ra,,, and 
begins to oscillate in the wide gap annulus (Powe et al., 1969). The 
plume oscillation is characterized by a longitudinal travelling 
wave. Although the critical value of Ra,, for the onset of oscillatory 
flow was not determined in the present study, a strong plume 
oscillation was evident for Ra,, = 106. There is little qualitative 
change in the characteristics of the PSD obtained from the fluctu
ating temperature measurements in the range 106 < Ra,, £ 108. 
The spectral energy transfer is between discrete frequencies (har
monics of the fundamental plume oscillation frequency,/L). The 
absence of spectral subranges where a continuous transfer of 
energy between frequencies exists indicates that the flow in this 
range of Ra,, is still laminar. In the vicinity of the inner cylinder, 
only the fundamental frequency, / , , has any significant energy 
content. As the outer cylinder is approached, harmonics of / , 
increasingly begin to appear. As Ra,, increases, harmonics of/, 
first appear at larger values of r* (i.e., further away from the inner 
cylinder). Above Ra,, = 108, significant changes in the PSD occur. 
Thus, results will only be presented for Ra,, = 108 and above. 

Ra,, = 108. Figure 1 shows the changes in the PSD of the 
temperature measurements with increasing distance from the inner 
cylinder, r*, on the vertical centerline above the heated inner 

Nomenclature 

A = aspect ratio, Lid 
d = gap width, r0 - r, 

T(f)= temporal PSD of T 
f = frequency 
g = gravitational acceleration 
L = axial length of annulus 
r = radial coordinate 

r* = normalized radial location, 
(r - r,)ld 

R = radius ratio, rjr, 

Ra,, = Rayleigh number, gP^.Td3/(va) 
T = temperature 

Greek Symbols 

a = thermal diffusivity 
j3 = volumetric coefficient of thermal 

expansion 
AT = temperature difference, T, — T„ 

K = wave number 
v = kinematic viscosity 

Subscripts 

i = inner cylinder 
o = outer cylinder 

Superscripts 

O ' = root-mean-squared fluctuating 
value 

Acronyms 

A/D = analog-to-digital 
FFT = fast Fourier transform 
PSD = power spectral density 
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Fig. 1 Temporal PSD of temperature fluctuations for Ra„ = 108: (a) r* = 0.1, 
{b) r* = 0.2, (c) r* = 0.3, (d) r* = 0.4, (e) r" = 0.5, (f) r* = 0.6, (g) r* = 0.7 

cylinder for Ra,, = 108. The spectrum at r* = 0.1 indicates the 
existence of an oscillatory flow with a frequency of 4 Hz. The 
identification of the fundamental frequency at 4 Hz was also 

confirmed by flow visualization studies (see Fisher, 1996 and 
Fisher et al, 1995 for details). The implication of this single peak 
at r* - 0.1 is that the plume structure for Ra,, = 10s is robust and 
does not begin to break down until further downstream; the tem
perature spectrum retains essentially the same shape up to r* — 
0.4. Above r* = 0.4, harmonics of the fundamental plume 
oscillation frequency begin to appear, with the frequency bands 
between the peaks becoming more energetic as nonlinear interac
tions occur within the plume. The appearance of harmonics indi
cates that energy is being transferred selectively to remote fre
quencies, consistent with a set of interacting waves (Turner, 1973). 
At r* = 0.5, the fundamental frequency can be seen at 4 Hz, 
along with the first two harmonics at 8 and 12 Hz. There is also 
some evidence of a third harmonic starting to appear at 16 Hz. The 
flow continues to develop in this fashion as the outer cylinder is 
approached. At r* = 0.7, the fourth harmonic frequency of 20 Hz 
is evident. Above this frequency, a continuous cascade begins to 
form, indicating the development of turbulence. However, no 
inertial subranges are found for Ra,, £ 108. 

Ra,, = 5.0 X 10s. The temperature PSD estimates obtained at 
Ra,, = 5.0 X 10s, shown in Fig. 2, are markedly different than 
those obtained at lower Ra,,. Nearer to the inner cylinder, there is 
a continuous cascade of energy at frequencies below about 10 Hz. 
However, the decay rate is very large and not characteristic of fully 
developed turbulence. The plume oscillates with a fundamental 
frequency of 14 Hz, although the peak in the PSD at this frequency 
is not well defined until r* = 0.5. At r* = 0.5, the first harmonic 
at 28 Hz is also evident and the second harmonic at 42 Hz is 
beginning to develop. The energy extracted by the oscillation of 
the plume results in the large rates of energy transfer from the 
lower frequencies. 

As the outer cylinder is approached, the plume oscillation begins 
to break down. At r* = 0.6, the harmonics have disappeared and 
the peak at the fundamental frequency is much smaller. At r* = 
0.7, the plume oscillation is gone, and the spectrum shows a 
continuous cascade of energy with two identifiable subranges. 
Between approximately 1 Hz to 12 Hz, the spectrum decays as 
f5'3, characteristic of the inertial-convective subrange seen by 
other investigators in buoyant jets and plumes. At higher frequen
cies, between about 12 Hz and 40 Hz, the spectrum decays as /" 3 

typical of the inertial-diffusive subrange previously discussed. 
These PSD results are the first signs of fully developed turbulence 
within the plume. 

Ra,, = 109. The PSD of the temperature measurements ob
tained at Ra,, = 109 are shown in Fig. 3. The flow near the inner 
cylinder (r* S 0.3) is weakly turbulent. There is a continuous 
energy cascade, although no inertial subranges can be identified. 
The fundamental plume oscillation frequency is indicated by a 
small peak in the spectrum at 15 Hz. The cascade of energy from 
the lower frequencies occurs at rates higher than expected for fully 
developed turbulence in the presence of the plume oscillation, as 
noted above. As the plume oscillates, it interacts with the adjacent 
relatively stagnant core flow in two significant ways. First, entrain-
ment of the surrounding fluid results in an increase in the spatial 
extent of the plume, as observed by McLeod and Bishop (1989). 
Second, the local shear produced at the interface results in insta
bility and the production of turbulence (Turner, 1973). These two 
effects, which become increasingly important as both Ra,, and r* 
increase, contribute to the breakdown of the plume. At r* = 0.4, 
the plume oscillation has broken down and distinct peaks in the 
PSD are no longer evident, corresponding with the emergence of 
the inertial-convective and inertial-diffusive subranges, character
ized by/"5 '3 and/ - 3 decay rates, respectively. 

Plume Oscillation Frequency. By using the temperature PSD 
results, it is possible to develop a correlation for the fundamental 
plume oscillation frequency: 

/ , = 5.172 X 10~4(Rarf)
c 

(1) 

600 / Vol. 121, AUGUST 1999 Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



i 11i ini 

100.0 

/(Hz) 

<N 

Ik 

t*5 

I0"1 

0.1 10.0 100.0 

/(Hz) 
Fig. 2 Temporal PSD of temperature fluctuations for Rad = 5 x 10e: (a) Fig. 3 Temporal PSD of temperature fluctuations for Rad = 10s: (a) r* = 
r* = 0.1, (b) r* = 0.2, (c) r* = 0.3, (d) r* = 0.4, (e) r* = 0.5, (f) r* = 0.6, (g) 0.1, (b) r* = 0.2, (c) r* = 0.3, (d) r* = 0.4, (e) r* = 0.5, (f) r* = 0.6, (g) r* 
r* = 0.7 = 0.7 
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Fig. 4 Variation of fundamental frequency of plume oscillation with Ra„ 

Figure 4 shows this correlation along with the data from this study. 
Earlier correlations proposed by Bishop et al. (1968) are limited to 
lower values of Rad. 

Conclusions 
This study has added information to the observations of previ

ous authors about the dynamics of the thermal plume in a hori
zontal annulus, showing that the single dominant oscillation that 
exists at low Ra,, is modulated and eventually breaks down during 
the transition to turbulence with increasing Rarf. The fundamental 
plume oscillation frequency is found to be proportional to the 
square root of Rad, with the oscillatory flow beginning very close 
to the inner cylinder. The plume is still largely laminar at Ra(/ = 
108, although as the outer cylinder is approached the number of 
higher harmonics of the fundamental oscillation frequency in
creases dramatically. At Ra,, = 5 X 10s, the plume is weakly 
turbulent and exhibits a continuous energy cascade, although the 
decay rates are much larger than expected for fully developed 
turbulence due to the energy extracted by the plume oscillations. 
The plume oscillation breaks down near the outer cylinder, and the 
flow becomes fully turbulent. As Rarf increases further, the radial 
location at which the plume becomes fully turbulent moves in
ward. At Rarf = 109, the plume oscillation breaks down near r* = 
0.4, and there is evidence of inertial-convective and inertial-
diffuse subranges characterized by decay rates of/"5'3 and/"3 , 
respectively. 
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Experiments on Chimney-
Enhanced Free Convection 
Experimental results are presented for thermal systems consisting of a vertical, parallel-
plate, isothermal heat sink and a chimney. A ridge of maximum total heat transfer is 
observed with respect to the plate spacing and heat-sink height. The magnitude of heat 
transfer and the location of optima confirm prior theoretical predictions by Fisher et ah 
(1997) to within 11 percent. Averaged velocity measurements closely match theoretical 
predictions of mean velocity. Cold inflow at the chimney exit is quantified and shown to 
decrease overall heat transfer by approximately four percent. 

1 Introduction 

The present paper addresses the use of chimneys to enhance heat 
transfer from free-convection heat sinks. Prior theoretical work by 
Fisher et al. (1997) and Fisher and Torrance (1998) suggests that 
significant improvements are possible by adding a chimney to 
plate-fin and pin-fin heat sinks. The underlying analysis, however, 
relies on several assumptions (i.e., two-dimensional flow, fins of 
infinite thermal conductivity for plate-fin heat sinks, inviscid flow 
in the chimney, and negligible unfinned-base heat transfer and 
radiation). In order to test the theory (and the assumptions), a 
series of experiments was conducted on plate-fin heat sinks with 
chimneys. 

Laminar natural convection from parallel plates without a chim
ney has been widely studied. The data of Elenbaas (1942) provide 
the foundation for heat transfer from a single isothermal channel 
without chimney enhancement. For flows without chimneys, the 
parallel-plate analysis described by Fisher et al. (1997) reduces to 
the analysis of Quintiere and Mueller (1973), which compares 
favorably to Elenbaas' experimental data. Based on single-channel 
correlations, Elenbaas (1942) and Bar-Cohen and Rohsenow 
(1984) predicted the optimal plate spacing of an array of parallel 
plates of fixed total width. 

Other studies have addressed the parallel-plate problem for 
different boundary conditions. In separate studies, Ostrach analyt
ically treated the problems of fully developed flow with internal 
heat sources (Ostrach, 1952) and linear wall temperature variation 
(Ostrach, 1954). The problem of asymmetric wall heating has been 
considered under developing conditions by Aung et al. (1972) and 
fully developed conditions by Aung (1972). Mixed convection 
from uniform heat-flux plates was analytically treated by Tao 
(1960). 

Very few prior experiments have considered chimney-enhanced 
convection, and none have included parallel-plate or pin-fin heat 
exchangers below the chimney. Perhaps the work of Straatman et 
al. (1993) resembles the present work most closely. However, their 
experiments included only a single isothermal channel with a 
chimney cross-sectional area of the same order as that of the 
heated channel. Under such conditions, the assumption of inviscid 
flow in the chimney becomes questionable. 

2 Background 

The aforementional theoretical study by Fisher et al. (1997), for 
parallel-plate finned heat sinks with chimneys, introduced two 
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useful nondimensional variables. The first is a nondimensional 
heat-sink channel width, which is scaled by the Grashof number 
based on total system height as 

^ ' H \ 

b (g(iATwH: 

(1) 

where b is the heat-sink channel half-width, H is the total system 
height (heat-sink height HH plus chimney height Hc), and AT„ is 
the temperature difference between the heat-sink surface and the 
ambient air. A sketch of a heat sink is shown in Fig. 1; the 
heat-sink/chimney orientation is shown in Fig. 2. The theory also 
defines a scaled rate of total heat transfer as 

Q ** = 
Qu 

LkfATw<j>W*Gr}l2 (2) 

where L is the fin length, kf is the fluid's thermal conductivity, 
4> [= bl(b + t)] is the heat-sink porosity, and W* (= W/H) is the 
nondimensional heat-sink width. 

The theoretical results indicate that the maximum rate of heat 
transfer <2*o*max remains nearly constant, with a value of approxi
mately 0.35, as the fraction of total system height devoted to the 
heat sink, H*„ (= HHIH), is varied. The foregoing assumes a 
Prandtl number of 0.7 (gases) and a constant chimney cross-
sectional area. The maximum rate of heat transfer corresponds to 
an optimal scaled channel width, (b*Grj/4)op„ which decreases as 
the relative heat-sink height decreases. The relative invariance of 
Git™* suggests that systems with chimneys (H*„ < 1) with 
optimal channel widths can produce the same rates of heat transfer 
as optimal systems without chimneys (but with taller heat sinks 
because H*, = 1). 

The maximization of heat transfer with respect to channel width 
reflects a compromise between convective surface area and local 
rates of heat transfer. For very large channel widths, convective 
surface area is small, but local rates of heat transfer are large due 
to boundary-layer-type flow over the fin surfaces. As the channel 
width decreases, total convective surface area increases (due to an 
increasing number of fins), and the boundary layers merge, result
ing in fully developed channel flow and lower rates of local heat 
transfer. The theoretical results indicate that for systems with and 
without chimneys, the optimal channel widths correspond to fully 
developed flow at the channel exit, but that the degree of devel
opment within the channel depends on the relative heat-sink 
height. 

The present experimental work attempts to test the accuracy of 
the parallel-plate analysis of Fisher et al. (1997). In particular, the 
system-level characteristics of several heat-sink/chimney combi
nations are reported, together with velocity measurements obtained 
by hot-wire anemometry. Further, the phenomenon of cold inflow 
at the chimney exit is studied and related to a loss of theoretical 
performance. The following sections describe the experimental 
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#w=100m 

2t 

Z.=60mm 
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thermocouple hole 

Fig. 1 Dimensioned plate-fin heat-sink drawing 

apparatus and present results, which are compared with theoretical 
predictions. 

3 Experimental Setup 

3.1 Heat Sinks and Chimneys. Two experimental heat 
sinks were fabricated via a precision sawing technique. The heat-
sink material is 6063-T6 aluminum. The plate spacings were 
selected to span the ridge of maximum heat transfer identified by 
Fisher et al. (1997) for different chimney heights. 

A drawing of a heat sink with channel width 2b, fin thickness 
2t, and overall width W, appears in Fig. 1. The overall fin height 
and length for each heat sink are 100 mm and 60 mm, respectively. 
The base conduction thickness of 6 mm allows sufficient heat 
spreading to achieve an isothermal base condition. Originally, the 
plate spacing and fin thickness of each heat sink were designed to 
produce a porosity of 4> = 80 percent. However, due to manufac
turing constraints, the fin thickness of the narrow-channel heat sink 

Balsa Chimney 

Fig. 2 Isometric view from below of the heat-sink/chimney system 

was increased, resulting in a porosity of 74 percent. The variable 
dimensions of each heat sink appear in Table 1. 

The two channel widths, which differ by 45 percent, provide a 
variation of the scaled (nondimensional) channel width &*Gr«4, 
given in Eq. (1). By varying the scaled channel width (via b, H, 
and/or Ar,v), we expect to be able to cross and thus verify the ridge 
of maximum heat transfer predicted by Fisher et al. (1997). 

The heat sinks were attached to chimneys made of 0.635-cm 
thick balsa wood (k = 0.055 W/mK), as shown in Fig. 2. Two 
chimneys with heights Hc = 67 mm and Hc = 233 mm produce 
relative heat-sink heights of H% (= HHIH) = 0.6 and H% = 0.3, 
respectively. The chimneys also include shrouds on three sides of 
the heat sinks. The two shrouds parallel to the fin length provide 
thermal insulation for the edge fins. The other shroud along the fin 
tips promotes nearly two-dimensional flow in the heat-sink chan
nels. The chimneys maintain constant flow cross-sectional areas of 
60 mm by 102 mm throughout their heights, resulting in a chimney 
contraction ratio of T(= W/Wc) ^ 1 for each heat sink. Heating 
power to each heat sink was supplied by a 185 (I resistance heater. 
The heating element was encased in silicone rubber, and a thin-
film adhesive secured the heater to the heat-sink base. 

The chimney walls contain two additional layers of materials. 
The inner layer is made of a highly reflective aluminum sheet to 
minimize thermal radiation. The outer layer is made of 1.27-cm 
thick fiberglass pipe insulation (k = 0.033 W/mK). Thin neo-
prene sheets cover the inner surfaces of the shroud walls to 
eliminate gaps between the heat sink and shroud. 

3.2 Guard Heating and Insulation. The experimental ap
paratus was constructed to minimize heat transfer from the back 

Nomenclature 

b = channel half-width (m), see Fig. 1 
b* = nondimensional channel half-

width, bIH 
Fr = Froude number, see Eq. (4) 
g = gravitational acceleration (m/s2) 

Gr„ = system Grashof number, see Eq. 
(1) 

H = total system height (m) 
Hc = chimney height (m) 
HH = heat-sink height = 0.1 m 
Hff = nondimensional heat-sink height, 

H„IH 
k = thermal conductivity (W/mK) 

L = fin length = 0.06 m 
(2 M = total heat flow rate (W) 
2** = scaled heat flow rate, see Eq. (2) 

t = plate half-thickness (m), see Fig. 
1 
temperature (K) 
total width of plate array (m), see 
Fig. 1 

W* = nondimensional heat-sink width, 
W/H 
width of chimney exit (m) 
coordinates of chimney cross sec
tion (m) 

T 
W 

Wc 

x, y 

P = coefficient of thermal expansion 
(1/K) 

Ar= temperature rise above ambient (K), 
T- T0 

T = chimney contraction ratio, W/Wc 

4> = volume-based heat-sink porosity 
(percent), b/(b + t) 

v = fluid kinematic viscosity (m2/s) 
p = density (kg/m3) 

Subscripts 

0 = ambient 
w = heat-sink wall 
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Table 1 Variable dimensions of experimental heat sinks 

Dimension 

number of channels 
channel width lb 
fin thickness 2t 
overall width W 

Narrow-channel 
heat sink 

13 
5.5 mm 
2.0 mm 

99.5 mm 

Wide-channel 
heat sink 

10 
8.0 mm 
2.0 mm 

102.0 mm 

side of the heat sink and through the chimney walls. The guard 
heating arrangement shown in Fig. 3 was designed to minimize 
losses from the back side of the primary heater. The guard stack 
consists of a sequence of neoprene sheets and copper plates. 

The copper plate nearest the heat sink provides a nearly uniform 
reference temperature surface. Due to its high thermal conductiv
ity, the reference copper plate used in the present work serves as 
a heat compensator, taking heat lost from the back side of the 
heater and returning it to the heat sink at the edges of the base that 
the heater does not cover. By matching the guard and reference 
plate temperatures, no heat is allowed to flow between them, 
thereby ensuring that the heat lost from the heater is returned to the 
heat sink. Guard heat was generated from a 25 fl resistance heater 
with Kapton insulation. 

Thermocouple locations on the heat sink and guard plates are 
also shown in Fig. 3. Type-T (copper-constantan), 36-gauge ther
mocouples from a single spool were employed for all temperature 
measurements. The spool was calibrated using a two-point method 
at the ice and steam points. Thermocouples were located at the 
center of each copper plate, at the interior of the base through a 
1.59-mm diameter hole, and at the tip of a centrally located fin. 

Fiberglass pipe insulation (1.27-cm thick) covered the entire 
assembly's exposed vertical sides, including the back of the guard 
stack, chimney shrouds, and chimney walls. The smallest effective 
thermal resistance through the chimney walls was calculated to be 
approximately 9 K/W. Considering the observed chimney fluid 
temperatures and heating conditions described in later sections, 
heat transfer through the chimney walls is estimated to be less than 
four percent of the total heat dissipation. 

3.3 Configuration and Data Acquisition. Significant care 
was taken to ensure calm thermal and hydrodynamic conditions in 
the laboratory. The windows were sealed with duct tape and 
covered with a plastic sheet. Horizontal window blinds blocked the 
majority of solar radiation into the room. Under these conditions, 
room drafts in the laboratory were negligible, and measured ther
mal gradients in the vertical direction were less than 1.5°C/m. 

To create a quiescent ambient environment, four vertical win
dow screens enclosed the heat-sink/chimney system. The screens 
suppressed horizontal room drafts that might affect flow conditions 
at the system inlet and/or outlet. The system itself was attached to 
a support structure made of a combination of angle steel and 
basswood. The system inlet was nine hydraulic diameters ( 9 X 8 
cm = 72 cm) above the floor to ensure unencumbered flow 
induction. 

In addition to the thermocouples shown in Fig. 3, several others 
were placed on and around the heat-sink/chimney system. Two 
thermocouples measured the local ambient temperature at the 
heat-sink inlet and chimney exit, respectively. The thermocouples 
were shrouded in aluminum foil (containing small punctures to 
allow air flow) in order to eliminate radiation effects. Other ther
mocouples were placed, during various experiments, on the pe
rimeter of the heat-sink base and copper plates to evaluate tem
perature uniformity, which was found to be uniform to about 
0.4°C. Other temperature measurements were taken at the fin tips 
and on the chimney wall. 

To obtain data and control the experiment, the heat-sink/ 

chimney system was connected to various electronic equipment. A 

personal computer provided a central means of data acquisition 

and control. For each power setting, the guard heater was auto-
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matically adjusted until the temperature difference between the 
two guard plates remained below 0.35 K for a period of five 
minutes. Data collection was then performed, followed by a 20 
minute pause. The computer program then cycled through the 
guard setting, data collection, and pause procedures three addi
tional times. Output data were averaged over the last three of four 
measurements to minimize the effects of random fluctuations in 
the temperature and voltage readings and of changes in the local 
ambient environment. 

3.4 Flow Measurement. A constant temperature anemom
eter (DISA 55M) was used to measure air velocities at the chimney 
exit. Because of the variability of fluid temperatures in the exper
iment, a temperature-compensated probe was utilized instead of a 
standard, single-sensor probe. The temperature compensator uses a 
two-sensor probe to automatically compensate for changes in the 
fluid temperature. 

The hot-wire probe was calibrated as described by Mendez and 
Torrance (1998). To ensure temperature independence, the probe 
was placed in a heated cavity, where its zero-velocity output 
voltage matched the voltage observed without heating. The mini
mum velocity allowed by the calibration system is 0.5 m/s, which 
exceeds most of the measured velocities presented in later sections. 
Consequently, velocity measurements were generally extrapolated, 
as opposed to interpolated, from the calibration curve. However, 
the calibration data exhibited a well-ordered, linear relationship 
between voltage2 and velocity05, thus suggesting that extrapolation 
does not introduce excessive error. 

3.5 Experimental Uncertainty. Uncertainties were present 
in various experimental measurements. The maximum random 
uncertainties in temperature and heating power measurements are 
±0.4 K and ±2 percent, respectively. The resulting uncertainties 
in system Grashof number Gr„ and nondimensional heat transfer 
rate Q to* can be computed by the method of Kline and McClintock 
(1953) as 

«z=|i(gMr l j | (3) 
where Z = Gr„ or 2%* and x, = T„, T0, or Qm. Using Eq. (3), 
the estimated random uncertainties for Gr„ are ±5 percent and ± 1 
percent for A7„ = 10 K and 50 K, respectively. For g**> the 
uncertainties are ±7 percent and ±3 percent, respectively, for 
AT„ = 10 K and 50 K. 

Fig. 3 Isometric view of the guard heating stack and cross-section 
showing thermocouple locations 
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For velocity measurements, uncertainties arise from the calibra
tion procedure and random signal noise. The calibration velocities 
are accurate to within ±2 percent (DISA, 1985). The deviation of 
measured points from the calibration line was found to be approx
imately ±5 percent (Mendez and Torrance, 1998). Further, as 
described in Section 3.4, the use of extrapolation, as opposed to 
interpolation, may cause additional uncertainty, estimated here to 
be ±5 percent. The resulting overall uncertainty in velocity based 
on the sum-of-squares approach in Eq. (3) is estimated to be ±8 
percent. 

4 Results and Discussion 
Each of the previously described heat sinks (of height HH = 

100 mm) was tested at two different total system heights, H = 
333 mm and 167 mm, with heating powers ranging from 5 to 100 
W. In subsequent sections, all material properties appearing in 
nondimensional parameters, such as Gr# and 2to* were evaluated 
at the film temperature, (T„ + T0)/2, where Tv is the arithmetic 
average of the heat-sink base and fin-tip temperatures. The average 
temperature T„ is used to compare the results to the two-
dimensional theoretical model, which does not include fin effects. 
The difference between the base and fin-tip temperatures was 
generally less than ten percent, and always less than 15 percent, of 
the base-to-ambient temperature difference. The Ph.D. dissertation 
by Fisher (1998) contains tabulated data, including material prop
erties, from all experiments. 

4.1 Heat Transfer Results. With the large chimney (H = 
333 mm), the relative heat-sink height is H% = 0.3, and the 
relative channel half-widths are b* = 0.00826 and 0.0120 for the 
narrow and wide-channel heat sinks, respectively. For the narrow-
channel heat sink, the main heating power was cycled through 
heating powers of 5 to 50 W in 5 W increments and 60 to 100 W 
in 10 W increments, with steady-state temperatures recorded at 
each heating power. For the wide-channel heat sink, heating levels 
of 10 to 45 W in 5 W increments were employed. 

The experimental results for the large chimney (H% = 0.3) are 
presented in nondimensional form in Fig. 4(a), where the scaled 
heat transfer rate £>*„? (see Eq. (2)) is graphed versus the scaled 
channel half-width, b*Gr)P (see Eq. (1)). Results for both narrow 
and wide-channel heat sinks appear in the figure. The solid lines 
represent the theoretical predictions from Fisher et al. (1997). The 
two solid lines do not intersect because they represent different 
heat-sink porosities of tf> = 74 percent for the narrow-channel heat 
sink and </> = 80 percent for the wide-channel heat sink. However, 
extrapolation of the curves indicates that the porosity difference 
produces only a slight change in the theoretical prediction. The 
theoretical predictions match the experimental results to within 11 
percent and 9 percent for the narrow and wide-channel heat sinks, 
respectively, and consistently overpredict the measured heat dis
sipation rates. The overprediction may be the result of neglecting 
chimney viscous forces in the model, which leads to an overpre
diction of the system air flow rate. 

The most distinguishing feature of Fig. 4(a) is the agreement 
between theory and experiment for the maximum nondimensional 
heat transfer rate. Experimental scatter prevents the precise defi
nition of an optimal point. However, the experiments suggest a 
maximum in the range 0.84 < b*Qcll4 == 0.92. The theory 
predicts a maximum heat transfer rate at b*Gr}f = 0.89, which 
falls within the experimental range. Good agreement in trend and 
magnitude also exists away the maximum, thus confirming the 
theory's ability to predict the influence of geometric and thermal 
parameters. 

For the small chimney system (H = 167 mm), the relative 
heat-sink height isH% = 0.6. The main heating power was cycled 
through heating powers of 10 to 80 W in 10 W increments for the 
narrow-channel heat sink, and heating powers of 5 to 14 W in 1 W 
increments and 15 to 60 W in 5 W increments for the wide-channel 
heat sink. The smaller heating increments for the wide-channel 
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Fig. 4 Scaled total heat dissipation, Ow, as a function of scaled channel 
width, b'Grjj". (a) Large chimney, H*H = 0.3; (b) small chimney, H*H = 0.6. 
Narrow-channel heat sink, <f> = 74 percent. Wide-channel heat sink, <f> = 
80 percent. Theoretical data from Fisher et al. (1997). Maximum uncer
tainty in O'ot is ±7 percent. 

heat sink enabled better definition of the region of maximum 
nondimensional heat transfer. 

A nondimensional graph of Q*t$ versus b*GrlJ4 for the small 
chimney H*H = 0.6 is shown in Fig. 4(b). The separate lines for 
the narrow and wide-channel heat sinks overlap, illustrating the 
small effect of the porosity difference. Again, the agreement 
between theory and experiment is very good in the region of 
maximum nondimensional heat transfer. The theoretical predic
tions closely match the experimental data, in this case to within 
five percent for both heat sinks. The closer agreement in Fig. 4(b) 
between theory and experiment for the small-chimney system, as 
compared to that for the large chimney system (see Fig. 4(a)), may 
be the result of a reduced effect of the inviscid chimney flow 
assumption in the model. 

The experimental maximum in Fig. 4(b) is observed near 
b*Gt)f = 1.25, whereas the theory predicts a maximum heat 
transfer rate at &*Gri'4 = 1.27. Also, good agreement exists away 
from the maximum. However, a slightly larger difference between 
theory and experiment appears just to the right of the maximum in 
Fig. 4(b), and is discussed further in Section 4.3. 

4.2 Flow Rates in the Chimney. The results of the previous 
section indicate generally good agreement between theory and 
experiment for the overall system-level energy transfer for the 
chimney-enhanced heat sinks under study. The present section 
considers more detailed local measurements. The theory of Fisher 
et al. (1997) is appropriate for predicting local velocities within the 
heat-sink channels but only average velocities within the chimney. 
Local velocity measurements in the heat-sink channels were not 
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possible due to instrument limitations, but local velocities at the 
chimney exit were possible, and were carried out for heating 
powers of 60, 80, and 100 W for the narrow-channel heat sink with 
the large chimney, H% = 0.3. 

Fifteen velocity measurements in the chimney cross section 
were taken for each power setting. Measurements were taken at 
x = 5.1, 15.3, 25.5, 35.7, 45.9 mm and y = - 2 0 , 0, 20 mm 
(using a centered x-y coordinate system in the 102-mm by 60-mm 
chimney cross section). Several additional measurements were 
taken with x < 0 to confirm symmetry about x = 0. Velocity 
measurements for Qm = 60, 80, and 100 W are shown in Figs. 
5(a), (b), and (c), respectively. The three y-values of -20 , 0, and 
20 mm correspond to the heated, centerline, and unheated sides of 
the cross section. Turbulence intensities were measured at each 
x-y location and found to be less than four percent, with the 
highest measurements near the chimney walls. 

In Fig. 5, the one-sided heating produces asymmetric local 
velocities about the y = 0 centerline. Indeed, for the higher 
heating powers, velocities near the heated side are generally larger 
than the centerline velocities. The theory, which assumes isother
mal fins and one-dimensional flow in the chimney, does not 
capture this asymmetry. Nor does the theory account for viscous 
effects in the chimney, which are evident from the boundary layers 
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in the centerline velocity data. However, the mean velocities, 
shown by the straight lines, indicate excellent agreement between 
theory and experiment, with the theory being slightly higher due to 
the neglect of viscous forces in the chimney. The agreement in 
both mean velocity and overall heat transfer suggests that the 
theory captures the dominant thermo-fluid processes of the heat-
sink/chimney system. 

4.3 Effects of Cold Inflow. An unexpected "kink" appears 
in the nondimensional heat transfer data in Fig. 4(b) for the small 
chimney (H*„ = 0.6) for both narrow and wide-channel heat 
sinks. For each heat sink, the agreement between theory and 
experiment degrades as the heat sink temperature increases (i.e., as 
b*Gr^'4 increases). The divergence occurs over a narrow abscissa 
range, followed by a range in which the relative differences are 
nearly constant. We here postulate that cold inflow at the chimney 
exit starts to occur in the narrow range of divergence and persists 
for higher abscissa values. 

The phenomenon of cold inflow has been previously studied in 
connection with constant-area ducts (Jorg and Scorer, 1967; Spar
row et al., 1984) and contracting channels, such as those in natural 
draft cooling towers (Moore, 1978; Modi and Moore, 1987; Modi 
and Torrance, 1987). Although the theory of cold inflow is not 
complete, Modi and Moore (1987) and Modi and Torrance (1987) 
have suggested that the presence of cold inflow is related to the 
Froude number 

Fr = 
PcV2 U2 

grH(Pc - Pi,) gfirH{Th - Tc) 
(4) 

where U is the mean fluid velocity in the chimney, the subscripts 
h and c represent the hot and cold fluids, and r„ is the chimney's 
hydraulic radius. The second equality in Eq. (4) is a consequence 
of a linearized equation of state. The prior work suggests that cold 
inflow occurs when Fr is less than a critical value, typically of the 
order Frcrit ~ 1. 

A schematic of the cold inflow phenomenon is shown in Fig. 6. 
Cold inflow events in the present work were episodic and time 
dependent. They were nearly time-periodic and occurred along the 
unheated side of the chimney. This is consistent with the work of 
Sparrow et al. (1984) who observed cold inflow on the unheated 
wall of an asymmetrically heated, vertical channel. Cold inflow is 
driven by a density gradient between the heated chimney fluid and 
the unheated ambient fluid. Cold ambient fluid enters in the low-
velocity wall layer of the chimney. Cold inflow decreases the 
overall flow rate (and heat transfer) by restricting the exit cross 
section and by cooling the chimney fluid, thereby reducing the 
effective draft height. Because the dynamic head is completely lost 
to the ambient (Fisher and Torrance, 1998), the system's flow and 
heat transfer rates decrease as exit losses increase. 

Preliminary experiments on cold inflow are reported in the present 
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work. Cold inflow events were quantified by observing the behavior 
of cotton fiber strands located along the periphery of the chimney exit. 
The strands were approximately 1.5 cm in length and initially oriented 
perpendicularly to the upward chimney velocity. In the absence of 
cold inflow, the flow caused the strands to point upward. In the 
presence of cold inflow, the strands shifted, usually in a very abrupt 
manner, from an upward to a downward orientation. 

Typically, cold inflow events lasted for approximately two seconds. 
Because of its periodic nature in the present study, cold inflow was 
quantified in terms of the frequency, fcM, of the strands' shifting from 
an upward to downward orientation. Events were recorded for one 
minute at each of six locations around the perimeter of the chimney 
exit, with two locations on the unheated side of the chimney. The 
frequency of cold inflow reported here is an average from the two 
locations on the unheated side of the chimney. 

An increase in cold inflow frequency coincided with the afore
mentioned slight divergence between theory and experiment for 
both narrow and wide-channel heat sinks. Figure 7 shows the 
frequency of cold inflow and the percentage error (i.e., the differ
ence between theory and experiment) as functions of the system 
Grashof number. The results in Fig. 7 suggest a strong correlation 
between cold inflow frequency and error for both heat sinks. As the 
frequency increases, the error between theory and experiment 
increases. For the wide-channel heat sink (Fig. 1(b)), an abrupt 
increase in cold inflow frequency is closely matched by a similar 
increase in error between theory and experiment. For the narrow-
channel heat sink (Fig. 7(a)), the abrupt increases are less well 
correlated. This could be due to the unstable hydrodynamic con
ditions and attendant fluctuations, or to obtaining the cold inflow 
data separately from the error data. All other data support the 
correlation between cold inflow and error. 

Prior work (Modi and Moore, 1987; Modi and Torrance, 1987) 
has suggested that cold inflow occurs when the Froude number is 
less than a critical value. To test this conjecture, Froude numbers 
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Fig. 7 Frequency of cold Inflow and error between theory and experi
ment as functions of the system Grashof number, GrH. (a) Narrow-
channel heat sink; (b) wide-channel heat sink. H*H = 0.6. 
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were calculated from the theoretical values for velocity and tem
perature. The resulting relationship between cold inflow frequency 
and Froude number appears in Fig. 8 for both narrow and wide-
channel heat sinks. The results suggest a transition range of Froude 
numbers, and a dependence of the transition region on channel 
spacing. The transition range is of the order of the critical value 
suggested by Modi and Torrance (1987). 

5 Summary and Conclusions 

The experiments described herein document the performance 
improvement achievable with parallel-plate free-convection heat 
sinks that employ chimneys. Results are compared with theoretical 
predictions (Fisher et al., 1997). In general, the experiments con
firm the use of the theoretical model, and the existence of optimal 
geometries to produce maximum heat transfer. 

The agreement between theory and experiment is displayed in 
Fig. 4 for heat-sink heights of H*H = 0.3 and 0.6. The nondimen-
sional channel width, &*Grtf4, that produces maximum heat trans
fer was confirmed to within six percent by the experiments. 

Flow-field measurements validate momentum transfer and cold 
inflow at the chimney exit. The measured average chimney veloc
ity is close to that predicted by the theory (see Fig. 5). Periodic 
cold inflow at the chimney exit was quantified by its frequency 
(see Fig. 7), and found to reduce overall heat transfer by approx
imately four percent. 

The experiments confirm that chimneys, when combined with 
conventional free-convection heat sinks, provide significant heat 
transfer enhancement and can thus reduce the size and weight of 
conventional heat-sink systems. 
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Combined Natural Convection 
and Volumetric Radiation in a 
Horizontal Annulus: Spectral 
and Finite Volume Predictions 
Combined natural convection and radiation in a two-dimensional horizontal annulus 
filled with a radiatively participating gray medium is studied numerically by using a 
control-volume-based finite difference method and a spectral collocation method coupled 
with an influence matrix technique. The mathematical model includes the continuity 
equation, the incompressible Navier-Stokes equations, the energy equation, and the 
radiative transfer equation (RTE), which is modeled using the P, differential approxima
tion. Computed results for two Rayleigh numbers, Ra = 104 and Ra = 105, for several 
combinations of the radiation-conduction parameter, NR, and the optical thickness, T, are 
presented. The differences observed in the predicted flow structures and heat transfer 
characteristics are described. Furthermore, an unusual flow structure is studied in detail, 
and multiple solutions are found. Finally, the potential benefits of applying spectral 
methods to problems involving radiative heat transfer are demonstrated. 

Introduction 
Natural convection in a horizontal annulus is important in many 

applications. Due to its simple geometry and well-defined bound
ary conditions, the system has been studied extensively by re
searchers (Bishop et al, 1968; Kuehn and Goldstein, 1976; Farouk 
and Gticeri, 1981; Vafai and Desai, 1993). Among them, Kuehn 
and Goldstein reported a widely referenced series of experimental 
and numerical results for Rayleigh number up to Ra = 10s. 
Though natural convection in an annulus has been explored in 
detail, the problem of combined natural convection and thermal 
radiation of a radiatively participating medium within a concentric 
annulus has received little attention. One major reason for this lack 
of research is that the inclusion of thermal radiation increases the 
complexity of the analysis significantly. The already complex 
equations of motion for pure convection become even more com
plicated with the addition of the integro-differential radiative trans
fer equation. 

In the absence of natural convection, the heat transfer in an 
annulus is determined by conduction and radiation and is indepen
dent of its orientation; therefore,' the system degenerates to a 
one-dimensional problem. The theoretical analysis for this asymp
totic condition has been performed by Fernandes and Francis 
(1982) and by Pandey (1989). With the introduction of buoyancy, 
the presence of the radiatively participating medium will influence 
the temperature field and therefore affects the resulting flow field. 

Onyegegbu (1986) was one of the first to investigate the com
bined heat transfer problem of a radiatively participating medium 
within a horizontal annulus. In his study, a finite difference based 
iterative method was used along with the Milne-Eddington approx
imation for modeling the radiative transfer. The Milne-Eddington 
approximation results in a differential equation which is identical 
to the P, approximation (Modest, 1993). Tan and Howell (1989) 
also simulated the horizontal annulus flow using a finite difference 
method, but they employed the YIX method to handle the integral 
part of the radiative transfer equation (RTE). Morales and Campo 
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(1992) conducted a series of numerical investigations for flows 
within a horizontal annulus using the P, approximation with a 
control-volume-based finite difference method. Burns et al. (1995) 
solved the same problem using a finite element formulation for the 
combined mode heat transfer. Tan and Howell (1989), Morales 
and Campo (1992), and Burns et al. (1995) all considered the same 
radius ratio (17 = 2.6), and in all three studies an unusual quadra-
cellular flow was obtained as the steady-state solution for Ra = 
105, NR = 1, and T = 1. All of the above studies assumed 
symmetry in the vertical midplane and solved the two-dimensional 
steady-state form of the model equations. Based on these assump
tions, possible asymmetries or unsteadiness in the flows would 
have been precluded. 

To the best of the authors' knowledge, no previous studies of 
combined natural convection and volumetric thermal radiation in a 
horizontal annulus using spectral methods have been reported. In 
this study, the problem investigated by the above researchers is 
revisited using a hybrid Chebyshev/Fourier collocation method 
coupled with an influence matrix technique. The results are then 
compared to those from control-volume-based finite difference 
methods. Unlike previous works, midplane symmetry is not as
sumed and the two-dimensional equations of motion are solved in 
transient form in order to admit any possible unsteady or asym
metric solutions. Special focus is placed on the stability of the 
unusual quadracellular flow pattern reported previously and the 
existence of multiple solutions. 

As noted by Yang (1988), transitions in flows Observed in 
experiments are physically possible, while those in numerical 
simulations may not be. Thus, it is important to be able to simulate 
numerically the bifurcations in a flow and to determine what 
factors lead to bifurcations and to the existence of multiple solu
tions. While bifurcation phenomena in natural convection flows 
have been widely studied (see, for example, Saric and Szewczyk, 
1985; Bau et al, 1987; Simpkins and Liakopoulos, 1992) and the 
existence of multiple solutions is well documented in certain 
problems such as buoyant flow in three-dimensional rectangular 
enclosures (Yang, 1988), parallel studies dealing with radiation-
convection interactions are lacking. The horizontal annulus prob
lem provides a simple geometry to investigate such interactions, 
which are present in many important engineering applications. 
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Formulation and 

The problem considered in this study is the natural convection 
of a radiatively participating, Boussinesq fluid with Pr = 0.72 in an 
infinitely long horizontal annulus. The radius ratio of the annulus 
is T; = 2.6. A temperature difference is imposed between the inner 
and outer cylinders of the annulus, resulting in buoyancy-induced 
fluid motion (gravitational acceleration is in the vertical direction) 
and volumetric thermal radiation. The thermal boundary condi
tions correspond to an isothermal hot inner cylinder and isothermal 
cold outer cylinder. The hydrodynamic boundary conditions cor
respond to the no-slip condition on the solid surfaces. 

The set of equations to be solved are the two-dimensional, 
incompressible continuity, momentum, energy, and radiative trans
fer equations expressed in the cylindrical coordinate system: 

1 3 1 dua 
- — (rur) + - — = 0 
r dr r 96 (1) 

du. du. Ua du, uB 1 dP 
"-+M,~-+-~ = - - — - gr3(Ti - T) cos B 
dt dr r dd r p dr 

+ v 
l a 
r dr 

(rur) 
1 d2u. 2 di*i 

7*1)6 (2) 

due dug UQ dug urus 

' + Ur — 1 TT" + ' 
dt dr r 30 

1 dP 

p~r~ae 
+ gj3(T; - T) sin 6 

+ v 
dr 

1 d 

r dr 
(rue) 

1 d2us 2 dur 
+ 7J¥ + 7Je (3) 

dT dT uedT 
dt dr r 89 

1 d 

r dr 

dT 

Jr 
1 d-T 

+ 7W 

1 d 

r dr 

9G 

7r 

+ — (G - 4oT4) (4) 

^ ~ = 3 ( a + o->(G-4<77/4) . (5) 

The P, differential approximation for a gray gas (see, for example, 
Modest, 1993) has been used to model the radiative transfer. By 
applying an energy balance, the boundary conditions for the RTE 
(Eq. 5) are 

9G 

dr 

3e,v(a + crs) 

4 - 2e„ 
(G - 4oT4)U r , (6a) 

dG 

~dr 

~ie„{a + a-s) 

4 - 2e,„ 
( G - 4o-r4)lr=ro. (6b) 

The above set of equations are cast into dimensionless form by 
introducing length, time, velocity, pressure, irradiation, and tem
perature scales of rt, rf/v, v/rt, pv2/r2, crT*, Tlt respectively. A 
radiation-conduction parameter, NR, is commonly used to indicate 
the relative importance of the radiation effect. It is defined as 

r,(rTl 
NR = 

Larger values of NK indicate stronger effects of radiation. 

(7) 

Solution Technique 
The model equations are solved numerically using both a spec

tral method and a control-volume-based finite difference method. 
The spectral method used is a hybrid Chebyshev/Fourier colloca
tion method. Compared to lower-order finite difference or finite 
element methods, it has been shown that spectral methods are 
better able to resolve fine scale flow features and provide greater 
accuracy in the simulation of transport phenomena in simple 
geometries (Ku et al, 1987a, b; Le Quere and Pecheux, 1989; 
Hyun et al., 1995). Details of the collocation method used are 
briefly described below. 

The velocity components, pressure, temperature, and irradiation 
are represented by Fourier series expansions in the periodic azi-
muthal direction and by Chebyshev polynomial expansions in the 
radial direction: 

<p(r, 6) = X 2 Qm-Tn(r) exp(-/m9). (8) 

In Eq. (8), <p represents any dependent variable, $„,„ is the corre
sponding time-dependent Fourier-Chebyshev coefficient (to be 
determined), and T„(r) are the Chebyshev polynomials. The 
Chebyshev-Gauss-Lobatto collocation points (Canuto et al., 1988) 
are used to determine the grid points in the radial direction, while 
a uniform grid is used in the azimuthal direction. 

In order to solve the pressure-velocity coupling, a Poisson 
equation is obtained by taking the divergence of the momentum 
equations. This equation is solved with Dirichlet boundary condi
tions determined from an influence matrix calculation. The influ
ence matrix technique allows boundary conditions for the pressure 

Nomenclature 

a = absorption coefficient of the me
dium (m_1) 

cp = specific heat (J/kg • K) 
g = gravitational acceleration (m/s2) 
G = irradiation (W/m2) 
k = thermal conductivity (W/m • K) 

keq = mean equivalent conductivity 
M = grid points in ^-direction 
N = grid points in r-direction 

N„ = radiation-conduction parameter, 
YidTllk 

P = pressure (N/m2) 
Pr = Prandtl number (=vla) 
q" = heat flux (W/m2) 

r = radial coordinate or radius (m) 

Ra = Rayleigh number, g$LT(r0 -
r,)3/(va) 

t = time (s) 
T = temperature (K) 

AT = temperature difference, Tt — T„ 
u, = radial velocity component (m/s) 
«8 = azimuthal velocity component 

(m/s) 

Greek Symbols 

a = thermal diffusivity (m2/s) 
j8 = coefficient of thermal expansion 

(K"1) 
€„ = emissivity of the cylinder wall 
4> = temperature ratio, TJT, 

7) - radius ratio, rjr, 
6 = azimuthal coordinate 
v = kinematic viscosity (m2/s) 
a = Stefan-Boltzmann constant 

(W/m2 • K4) 
a, = scattering coefficient of the medium 

(nT1) 
T = optical thickness, (r„ — r:)(a + as) 
iji = dimensionless streamfunction 

Subscripts 

i = inner cylinder 
o = outer cylinder 

Superscripts 

* = dimensionless quantity 
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Table 1 ke„ without radiation Table 2 Maximum t|/ without radiation 

Study Ra = 10" Ra = 105 

Kuehn and Goldstein (1976) 2.01 — 
Morales and Campo (1992) 1.98 3.47 
current study (spectral) 1.98 3.47 

to be determined in such a way that the divergence of the velocity 
on the boundaries is eliminated; i.e., the incompressibility con
straint posed by the continuity Eq. (1) is enforced. It is based on 
the fact that the pressure distribution at the boundary is linearly 
related to the divergence of the velocity there. The influence matrix 
technique has been widely implemented and is discussed in con
siderable detail elsewhere (see, for example, Le Quere and Alziary, 
1985). 

After the pressure has been determined, the momentum and 
energy equations (2)-(4) are integrated in time following the 
second-order accurate, semi-implicit Adams-Bashforth/second-
order backward Euler scheme (Ehrenstein and Peyret, 1989), 
which results in a set of two-dimensional Helmholtz equations to 
be solved at each time step. The use of Fourier series to represent 
the azimuthal variation of the dependent variables allows the 
two-dimensional equations to be factored into M one-dimensional 
equations for each Fourier wave number, m. The resulting one-
dimensional equations are solved efficiently by constructing the 
matrix operators representing the Chebyshev collocation deriva
tives (using the Chebyshev-Gauss-Lobatto collocation points), as 
detailed by Ku et al. (1987a, b). The solution of the Helmholtz 
equations is thus reduced to evaluating a series of matrix products. 

Finally, the Poisson equation for the irradiation is solved. Note 
that no special treatment is required to solve Eq. (5) for the 
irradiation (under the P, approximation, the radiative transport 
equation has the same form as that of the energy equation). The 
time level is then advanced, and the procedure is repeated until a 
steady-state condition is obtained. 

The finite difference method follows the well-known procedure 
described by Patankar (1980), with the SIMPLEX algorithm cho
sen to solve the pressure-velocity coupling (Van Doormal and 
Raithby, 1985). Uniformly spaced control volumes are used, and 
the integration in time is accomplished using a backward Euler 
scheme. Both central difference and the power-law schemes are 
employed to evaluate the advection and diffusion fluxes. The 
pressure, temperature, and irradiation are computed at the center of 
each control volume, while velocities are determined at the control 
volume interfaces. 

The steady-state condition is identified when the maximum 
change in the temperature between time steps is less than 1CT7. The 
number of time steps required to reach the steady-state condition 
varied with grid size, which also dictated the maximum time step 
that could be used without incurring stability problems. Dimen-
sionless time steps on the order of 10~"-10~5 are used for all 
computations. All computations were performed on IBM RS/6000 
workstations, using double-precision arithmetic. 

Results 
Simulations for two Rayleigh numbers, Ra = 10" and Ra = 105, 

are conducted with and without the effects of volumetric radiation. 
When considering radiation, different combinations of NR and T 
are studied, while e„, = 1 (black surfaces) and <f> is fixed (4> = 0.5 
unless otherwise noted). Ranges for these parameters are taken 
from previous works for comparison purposes and do not corre
spond to a particular fluid. In all calculations (unless otherwise 
noted), the entire annulus is considered without symmetry assump
tions. Streamfunction values are obtained from the calculated 
velocity field by solving a Poisson equation with i// = 0 at the 
boundaries. The mean equivalent conductivity, &,,,,, is defined as 
the ratio of the total heat flux through the annulus due to convec-
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Study Ra = 10" Ra = 105 

Tan and Howell (1989) 13.27 31.36 
Morales and Campo (1992) 12.97 29.32 
current study (spectral) 12.99 29.37 

tion and radiation to the heat flux due to conduction only. The 
convection and radiation heat fluxes are calculated by differenti
ating the temperature and irradiation, respectively, at the cylinder 
walls using the Chebyshev coefficients for the spectral simulations 
and one-sided finite differences for the control volume simulations. 
A numerical grid (r, 8) of (65 X 64) points is used for the spectral 
results, while (41 X 80) grid points are used for the finite volume 
computations. Increasing the resolutions further had no apprecia
ble effects on the results obtained; see the convergence study. 

The spectral and finite volume numerical codes developed based 
on the methods described above are validated using two limiting 
cases. The first limiting case corresponds to pure natural convec
tion in a horizontal annulus with r\ = 2.6 and Pr = 0.72. A 
comparison of keil obtained from different numerical schemes for 
Ra = 10" and Ra = 105 is presented in Table 1. (The present finite 
volume results are identical to those of Morales and Campo 
(1992).) Table 2 shows the maximum streamfunction evaluated in 
different studies. Both tables show excellent agreement between 
the current results and the results from others. 

The second limiting case corresponds to one-dimensional con
duction and radiation in an annulus with TJ = 2, 4> = 0.1, T = 1, 
and Pr = 0.72. The heat flux at the inner cylinder from the spectral 
simulations along with the analytical solutions by Fernandes and 
Francis (1982) and the results from Morales and Campo (1992) are 
shown in Table 3. The results from the spectral simulations agree 
well with the finite difference results from Morales and Campo. 
Compared to the analytical results, however, the P, approximation 
for radiation in the participating media overpredicts the heat trans
fer rate. For weak radiation (NK = 0.5), the difference is small, 
while for strong radiation (NR = 5.0), the difference is about 12 
percent. 

Ra = 104. Figure 1(a) shows the isotherms and streamlines 
obtained from the spectral simulations for Ra = 104 without 
radiation. Fluid close to the inner cylinder is heated and rises along 
the inner cylinder wall and a thin boundary layer develops. Around 
the top of the inner cylinder, the boundary layers from both sides 
of the inner cylinder meet and detach from the cylinder wall, 
forming a thermal plume. The thermal plume rises, impinges upon 
the top of the outer cylinder, and separates to form two currents, 
which then descend along the outer cylinder. The major fluid 
motion occurring in the upper half of the annulus includes a 
thermal plume, boundary layer flow, and two large circulation 
cells. In contrast, a significant portion of the lower half of the 
annulus, excluding the boundary layer attached to the inner cylin
der wall, remains sluggish. 

Figures iib-d) show the isotherms and streamlines obtained 
spectrally for Ra = 10" with increasing radiation effect. It is seen 
that the introduction of radiation affects the flow structure signif
icantly. Fluid close to the lower half of the inner cylinder is still 
being heated and rises along the inner cylinder but detaches from 
the cylinder wall earlier than that in the pure convection case, 

Table 3 Scaled total heat flux at inner cylinder for radiation 
and conduction, q"/[k(a + ars)T,] 

Study N„ = 0.5 NR = 2.5 N„ = 5.0 

Fernandes and Francis (1982) 1.660 3.144 5.019 
Morales and Campo (1992) 1.721 3.457 5.645 
current study (spectral) 1.710 3.462 5.656 
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(a) NR=0, t!=0 

(b)NR=0.1, r=l 

(c)NR=l, t!=0.1 

(d)NR= 1,̂ =1 

Fig. 1 Isotherms and streamlines (Ai/r = 5) for Ra = 104 from spectral 
simulations 

causing a downward shift of the centers of circulations. It is 
noticed that the stronger the radiation (higher NK and/or T), the 
lower the centers of circulations. With increasing radiation effects, 
the flow circulation increases in vigor (indicated by larger maxi
mum values of the streamfunction). Despite the increased advee-
tive effect, the temperature distribution becomes more uniform and 
is dominated by the diffusive radiative transport. The temperature 
gradients on the cylinder surfaces also become more uniform, 
although there is a net increase in the mean heat transfer rate. It is 
concluded that the radiation tends to redistribute the thermal en
ergy more evenly inside the domain. Finally, at this Rayleigh 
number, there are no significant differences between the results 
using finite volume computations and the ones obtained from the 
spectral method. 

Ra = 105. Figure 2(a) shows the spectral results for Ra = 105 

without radiation. The basic flow structure is the same as that for 
Ra = 10". The differences are the thinner boundary layers and the 
stronger thermal plume associated with the higher Ra. Also no
ticeable is the significant temperature inversion in the radial direc
tion for Ra = 10s due to the stronger fluid circulation. 

Figures 2(b~c) are the results with relatively weak radiation 
(NK = 0.1, T = 1, and NR = 1, T = 0.1). Because of the much 
stronger advection and relatively weaker radiation, most of the 
effects due to radiation observed in the cases for Ra = 104 are not 
seen. The only radiation effect noticeable is the more evenly 
distributed isotherms at the bottom of the annulus, indicating a 
more evenly distributed thermal energy in this area. 

With strong radiation effects (NK = 1, T = 1), if the simulation 
is started from rest without disturbance, a steady-state solution, 
SSI, is reached (Fig. 2(d)). This symmetric quadracellular flow is 
dominated by three thermal plumes: One plume descends beneath 
the top of the outer cylinder toward the top of the inner cylinder 
while two plumes on both sides of the descending plume rise 
radially from the inner cylinder toward the outer cylinder. Such a 
flow structure is inconsistent with the weaker radiation cases 
shown in Figs. 2(a-c), suggesting that it may be nonphysical in 
nature. As discussed in the cases for Ra = 10\ stronger radiation 
tends to redistribute the thermal energy more evenly. Thus, it is 
expected that the sole (central) thermal plume should become less 
distinct and the isotherms less distorted as the relative effects of 
radiation increase. However, in SSI (Fig. 2(d)), three thermal 
plumes occur in the upper half of the annulus resulting in a reversal 
in the direction of flow directly above the inner cylinder and 
drastic variations in the temperature profile. Tan and Howell 
(1989) reported that they could not obtain converged solutions for 
N„ > 10, which may be an indication that the SSI solution for 
N„ = 1 is probably unstable too. Burns et al. (1995) noted that the 
SS1 solution is probably numerical in nature and might not reflect 
a physical solution, due to ignored three-dimensional effects. 

To see if SSI is a stable solution, numerical experiments were 
conducted by introducing various disturbances into the system. For 
example, a random disturbance with a magnitude of less than one 
percent of A7' was superimposed on the SSI temperature field. Sim
ulations for Ra = 10s, NK = 1, T = 1 were then redone using the 
perturbed SSI temperature fields as initial conditions. Regardless of 

(a) NR=0, T=0 

(b)NR=0.1, r=l 

(c) N „=1 ,T=0 .1 

(d)NR=l, T=1 

Fig. 2 Isotherms and streamlines (Ai// = 7) for Ra = 105 from spectral 
simulations 
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Fig. 3 Isotherms and streamlines (Atf/ = 10) for Ra = 106, NH = 1, r = 1; 
SS2 solution from spectral simulations 

the exact form of the perturbation, the SSI solution was found to be 
unstable and a new steady-state solution, SS2, emerges (Fig. 3). 

Instead of a descending thermal plume on top of the annulus and 
two rising ones on both sides as observed in SSI, a slow, broad 
upward current is present causing a weaker thermal plume in SS2. 
By comparing SS2 (Fig. 3) to Figs. 2(a-c), the characteristics of 
the radiation effects discussed for the case Ra = 104 are all shown: 
decreasing advection, downward shift of the centers of circulation, 
a weaker thermal plume, and less distorted isotherms. Therefore, in 
comparison with SSI, the steady-state solution SS2 is more rea
sonable. 

This new steady-state solution, SS2, was also perturbed and it 
was observed that the disturbance dies out without affecting the 
final flow pattern. Also, a simulation for Ra = 105, NR = 1, T = 
1 using the steady-state solution for Ra = 104, NR = 1, T = 1 as 
the initial condition was performed. Without introducing the dis
turbance, SS2 emerges as the steady-state solution directly without 
reaching SSI first. This simulation further suggests that the SS2 
solution is physically more plausible. 

The pursuit of SS2 for Ra = 105, NR = 1, T = 1 as described 
above was repeated using the finite volume method without any 
symmetry assumption. Computed results corroborate the existence 
of a second steady-state solution, SS2, which is more stable than 
the one obtained when starting from rest, SSI. Finite volume 
results obtained using the central difference scheme, Fig. 4, are 
similar to the results shown in Fig. 2(d) for the spectral method, 
while results obtained using the power-law scheme, Fig. 5 (which 
are identical to the results reported by Morales and Campo (1992)), 
have significant differences. In the power-law results, the SS2 
temperature distribution has considerably less distinct features; 
such smoothing is consistent with larger numerical dissipation. 

Because the SS2 flow has not been reported previously, the 
stability of both the SSI and SS2 solutions in the half-domain 
problem, i.e., under the assumption of symmetry, was investigated 
by introducing various perturbations to the flow similar to the 
procedure described earlier for the full-domain problem. Both 
steady-state solutions are found to be stable in the half-domain 
problem. From these results, it is concluded that SSI is stable to 
symmetric disturbances but unstable to asymmetric disturbances. 
Since previous studies on the half-domain preclude the introduc
tion of asymmetric disturbances, SS2 was never observed. (Note 

Fig. 4 Isotherms and streamlines (Aiji = 10) for Ra = 105, A/H = 1, T = 1; 
SS2 solution from central difference scheme 
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Fig. 5 Isotherms and streamlines (A</i = 10) for Ra = 106, NR = 1, T = 1; 
SS2 solution from power-law scheme 

that the SS2 solution evolves in the transient simulations after SSI 
is randomly perturbed, thereby breaking its symmetry.) 

Finally, a comparison of the mean equivalent conductivity for 
Ra = 105, NR = 1, T = 1 is listed in Table 4. It is shown that keq 

from the spectral simulation agrees well with that from the finite 
volume method. As in the one-dimensional radiation and conduc
tion case discussed earlier, the P, approximation for radiation 
overpredicts the heat transfer rate by 8.5 percent compared to the 
finite element calculations. Regardless of the radiative transfer 
model used, including the YIX method of Tan and Howell (1989), 
similar results are obtained for the structure of the flow field and 
temperature distribution. Note that Tan and Howell did not report 
keq values for the case being discussed. 

Convergence Study. In order to assess the numerical uncer
tainty (grid-independence or convergence) of the solutions, the 
discrete error in the L2 norm (Fletcher, 1984), defined by 

i 

II? - <P*Jw = [ 2 (<P-<P««)?]"2 (9) 

is computed, where <pMN represents the dependent variable of 
interest obtained numerically using M X N grid points. The 
solution obtained with the largest grid size for each case (129 X 
128) is used to approximate the exact solution, <p, for the purpose 
of constructing the L2 error in Eq. (9). The difference between the 
solution <pMN and the "exact" solution <p is evaluated and summed 
over a fixed set of points common to all grid resolutions M X N. 

Convergence rates for the case Ra = 105, NR = 1, T = 1 are 
presented in Fig. 6. In Fig. 6(a), the radial velocity components 
obtained with increasing resolution are compared to those from the 
highest resolution solution, while in Fig. 6(b) the mean equivalent 
conductivities are compared. In both figures, similar convergence 
trends are observed. For the spectral simulations, a rapid and 
increasing rate of convergence (greater than eighth order at the 
highest resolutions considered) is observed, while for the control-
volume simulations a fairly constant second-order convergence 
rate is obtained. (The order of convergence corresponds to the 
slope of the L2 error curves.) These trends are as expected, indi
cating that the respective numerical schemes are convergent and 
that the grid sizes used in this study are adequate. 

The results shown in Fig. 6 clearly demonstrate that much greater 
accuracy can be obtained in spectral simulations compared to finite 
control volume simulations at the same resolution. Furthermore, it is 
noted that the computation times required by the spectral simulations 
and the finite volume simulations are comparable at the same resolu-

Table 4 k„ for Ra = 10\ NR = 1, r = 1 

Study SSI SS2 

Burns et al. (1995) (finite element method) 13.0 — 
current study (central difference) 14.1 13.6 
current study (power law) 14.0 13.7 
current study (spectral) 14.1 13.6 
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Fig. 6 Rates of convergence for spectral and finite volume solutions for 
Ra = 105, w„ = 1 , T = 1 

tion. While the spectral method presented has a larger fixed operation 

count per time step, it employs a direct method for satisfying the 

continuity equation; the SIMPLEX algorithm used in the finite vol

ume calculations is iterative. Performing iterations offsets the larger 

operation count of the spectral method. Thus, except for the more 

complicated programming effort required by the spectral method, 

there are no other significant tradeoffs between the two methodologies 

as applied to this problem besides accuracy. 

Conclusions 
Combined natural convection and radiation of a radiatively 

participating medium in a differentially heated horizontal annulus 

has been studied numerically. The P{ approximation is applied to 

model the radiative transfer. A hybrid Chebyshev/Fourier colloca

tion method coupled with an influence matrix technique is used to 

solve the time-dependent equations of motion in the full domain 

(i.e., without symmetry assumptions). Comparisons show that the 

results from the spectral simulations are in good agreement with 

the results from finite difference simulations and from other nu

merical schemes, and that greater accuracy can be achieved for the 

same grid resolution by using a spectral method. 

For Ra = IO5, NR = 1, r = 1, two steady-state solutions, SSI 

and SS2, exist. It is demonstrated that the quadracellular SSI is 

nonphysical and unstable while the bicellular SS2 is stable and 

reasonable, so the SS2 solution is preferred. It is also shown that 

the development of SS2 is tied to a symmetry breaking in the 

system. Therefore the entire domain must be taken into account 

without symmetry assumptions; otherwise the path towards SS2 

may be artificially broken. This demonstrates two extremely im

portant caveats when performing numerical simulations of com

bined natural convection-radiation problems: multiple solutions 

may exist due to the nonlinear thermal radiation, and expected 

symmetries may be broken. Considerable care should be exercised 

when modeling these flows. 
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Effect of Surface Radiation and 
Partition Resistance on Natural 
Convection Heat Transfer in a 
Partitioned Enclosure: An 
Experimental Study 
The heat transfer across an air-filled partitioned square enclosure is studied experimen
tally using a differential interferometer. The partition was located centrally inside the 
enclosure, parallel to the two isothermal differentially heated vertical walls, and extended 
the full height of the enclosure. The top and bottom horizontal walls of the enclosure were 
maintained adiabatic. A parametric study has been carried out using different partitions, 
focusing attention on the effect of partition thermal resistance as well as the interaction 
of surface radiation and natural convection, and on the total heat transfer between the 
vertical walls, inside the enclosure. Correlations, valid for the laminar range, are 
proposed. 

Introduction 
The study of heat transfer in enclosures and partitioned enclo

sures is important in the design of various thermal systems such as 
building components for energy conservation, double-pane win
dows, nuclear reactor cooling, and so on. Buoyancy-driven flow 
and transport in such enclosures has received widespread attention. 
However, the study of interaction of surface radiation and natural 
convection occurring in such systems has attracted only limited 
attention. Partitions are provided in enclosures in order to cut down 
the rate of heat transfer from the hot wall to the cold wall. Results 
reported in the literature include vertical and horizontal enclosures 
having partitions of different heights and attached to different 
walls of the enclosure. However, from considerations of brevity 
and purpose, the literature review reported in the present paper 
pertains only to vertical enclosures having differentially heated 
vertical walls and adiabatic horizontal walls with vertical parti
tions. 

Experimental and/or theoretical studies carried out for large 
Rayleigh numbers on partitioned enclosures containing glycerin 
(Emery, 1969) and water (Anderson and Bejan, 1981; Lin and 
Bejan, 1983; Nansteel and Greif, 1984; Nishimura et al, 1985 and 
1988) are available. Because the present study considers air as the 
medium, a review of relevant literature on partitioned enclosures 
containing air is presented next. 

Bajorek and Lloyd (1982) used a Mach-Zehnder interferom
eter to study a partially partitioned square enclosure whose 
surfaces and partitions (Plexiglas™, 6.35 mm thick) were 
coated with black paint. Air and carbon dioxide were used as 
working fluids and the study was carried out for 105 :£ Gr < 
106. Kangni et al. (1991) studied laminar natural convection and 
conduction in enclosures filled with air, having multiple vertical 
partitions with finite thickness and conductivity using a finite 
difference solution procedure. The study covered the Rayleigh 
number range 103-107 and aspect ratio 5-20. Apart from dif
ferent spacing of the partition, the ratio of thermal conductivity 
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of the partition to the fluid was varied from 1 to 104 and the 
ratio of the thickness of the partition to the width of the 
enclosure was varied from 0.01 to 0.1. The number of partitions 
were varied from one to five. However, no correlations were 
reported in the study. Kangni et al. (1995) carried out a similar 
numerical study for an inclined enclosure filled with air and 
provided a correlation for convective Nusselt number. 

Kelkar et al. (1990) carried out a finite difference numerical 
study of a square enclosure containing air for two different con
figurations of an incomplete partition inside the enclosure. The 
study pointed out that the finite thickness and thermal conductivity 
of the partition significantly affect the heat transfer in enclosures 
having full length vertical partitions. 

Sri Jayaram (1996) and Sri Jayaram et al. (1997) were the first 
to consider the effects of interaction of surface radiation among the 
enclosure walls and partition. Two-dimensional finite difference 
modeling based on a control volume formulation was adopted to 
study the interaction between laminar free convection (4.54 X 
104 s Ra < 1.2 X 106) and surface radiation in a partitioned 
square enclosure (1996), and a tall enclosure (1997) using air as 
the medium. The partition was assumed to be very thin and 
perfectly conducting. The effect of an off-centered partition was 
also studied. For the case of tall enclosures, the aspect ratio was 
varied from 2 to 35. Both studies were carried out for a range of 
emissivity values from 0.05-0.95. A detailed parametric study has 
resulted in correlations for convective and radiative Nusselt num
bers. 

Experimental studies conducted so far on fully partitioned en
closures have used water or glycerin as the medium inside the 
enclosure. In general, enclosures were also of large dimensions, 
resulting in very high values of Rayleigh number, typically 109 to 
1013. Moreover, the interaction of surface radiation and natural 
convection has never been studied experimentally. The present 
work therefore, is aimed at providing fundamental understanding 
on (i) the effect interaction of surface radiation and natural con
vection and (ii) the effect of partition resistance on total heat 
transfer between the vertical walls of a partitioned enclosure, using 
air, for 5 X 104 < Ra £ 1 X 106. A series of carefully controlled 
experiments have been carried out to cover a wide range of 
parameters, as given in Table 1. 
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Table 1 Range of parameters considered in the present study 

Parameter Range 

T„, °C 
Tc, °C 
£;, 

ec 

«,. 
e, = eb 

Ra 
A 

50-100 
35 
0.05, 0.85 
0.05, 0.85 
0.03, 0.17, 0.22, 0.85 
0.85 
5 X 104-1 X 10" 
1.74 X 10~7-1.0X 10" 
23-65 

Exper imenta l Appara tus and Procedure 

The experimental apparatus used to investigate the heat transfer 
phenomena in the present study is an optical device, the differen
tial interferometer (DI). The core element of the DI is a shearing 
element (Wollaston prism), the use of which produces the required 
split of the incident wave front into two wave fronts traveling 
through the test section separated by a definite distance. Figure 1 
shows the schematic of the DI. The light from the mercury vapor 
lamp is allowed to pass through a condenser, heat filter, polarizer, 
interference filter (monochromater) and then through the partial 
mirror to a Wollaston prism in that order. The light leaving the 
biconvex lens, is of very high spectral quality, satisfying the 
conditions for interference. It is this light which is then allowed to 
pass through the test section. In the present study, light from the 
green interference filter (wave length = 549 nm) is chosen. The 
light, after passing through the test section and arriving at the plane 
mirror, retraces its path and is deflected sideways by the partial 
mirror PM. The second Wollaston prism WP2 , in the image plane 
of the telescope, causes interference fringes, which are used for 
quantitative analysis. The object is seen with the help of the 
telescope. The achromatic objective AO and the Ocular O together 
form the telescope. Excellent description of the DI is available in 
Black and Carr (1971) and Sobhan et al. (1990). 

The sectional view of the partitioned enclosure test cell used in 
the present study is shown in Fig. 2. Two test cells (40 mm X 40 
mm X 200 mm and 60 mm X 60 mm X 300 mm) were used in 
order to cover the range of Rayleigh numbers shown in Table 1. 
The hot and cold vertical walls were made of aluminum. The 
Nichrome™ wire-wound strip heater in the hot wall was energized 

by means of stabilized electric power supply through a variac. The 
variac could be adjusted to any input voltage in order to control the 
hot wall temperature. The cold wall was connected to a precision 
thermostat, containing water, which when circulated through a 
channel milled in the cold wall, maintained it at the desired 
temperature. The top and bottom horizontal walls were made of 
1-inch thick Perspex™. By careful design and assembly, it was 
ensured that the hot and cold aluminum walls do not have any 
physical contact with the top and bottom adiabatic walls. A small 
air gap ( < 1 mm) running all along the depth of the enclosure at the 
meeting corners of the walls was provided to ensure that the walls 
do not have physical contact. The slots at the four corners (see Fig. 
2) were loosely filled with glass wool (k = 0.035 W/m-K) to 
suppress air circulation inside the slots. The front and rear walls 
were made of optical quality glass plates in order to allow mono
chromatic light from the interference filter to pass through. Both 
the enclosures had a depth to width ratio of 5:1 so that two 
dimensional conditions prevail inside the enclosure (see, for ex
ample, Ozoe et a l , 1975). 

Table 2 shows the partitions used in the present study. In the 
present work, the surfaces of metallic partitions were highly pol
ished using a buffing wheel and metal polish in order to obtain the 
required low emissivities. Application of two coats of blackboard 
paint on the walls of the enclosure and metallic partitions provided 
a high emissivity value of 0.85 (Rao and Venkateshan, 1996). The 
partitions were inserted into the enclosure through a small groove 
(0.6 mm X 1 mm) milled throughout the depth, at the center of the 
horizontal walls of the enclosure. The temperatures at various 
locations along the partition height from bottom to top were 
measured by means of 0.2-mm diameter Type-T thermocouples. 
The hot and cold wall temperature, and the temperature at various 
locations along the adiabatic walls of the enclosure were measured 
using 0.3-mm dia. Type-K thermocouples. The thermocouples 
were calibrated and the error accounted for as per guidelines given 
in ASTM standard (1989). All sides of the enclosure except the 
front and rear windows were covered with layers of glass wool 
insulation (k = 0.035 W/m-K) built up to a thickness of approx. 
25 cm. This was necessary so that the heat loss from the inside to 
the outside of the enclosure was negligible. This heat loss was 
found to be less than three percent of the heat input from the hot 
wall, into the enclosure, for the case where largest temperature 
difference existed between the hot and cold walls. The insulation 

Nomenclature 

d = width of the enclosure, m 
g = acceleration due to gravity, 9.81 

m/s2 

kf = thermal conductivity of air at Tm, 
W/m-K 

kp = thermal conductivity of partition 
material, W/m-K 

n = number of partitions 
Nrc = black body radiation conduction 

interaction parameter {crT{dl 
kf(T„ - Tc)} 

Nue = average Nusselt number due to 
convection, {qcdl(Tk — Tc)k}) 

Nu, = average Nusselt number due to 

radiation, {qrd/(Th - Tc)kf) 
Nu, = total (average) Nusselt number 

(Nuc + Nu r) 
Nu„ = total (average) Nusselt number for 

a nonpartitioned square enclosure 
Nup = total (average) Nusselt number for 

ajiartitioned square enclosure 
(Nup = Nu,) 

Pr = Prandtl number of air 
qe = convective heat flux entering the 

enclosure from hot wall, W/m2 

q, = radiative heat flux entering the en
closure from hot wall, W/m2 

Ra = Rayleigh number, {gfi(Th - Tc)d
3 

Pr/v3} 
= thickness of partition, m 
= temperature, K 
= cold wall temperature, K 
= hot wall temperature, K 

h 
T 

Tc 

Th 

Tm 

T 
X 

temperature ratio, (TJTh) 
= distance along hot wall, cold wall 

or partition height, m 

Greek Symbols 

j3 = thermal expansion coefficient, 
(l/TJ, K"1 

e = hemispherical emissivity 

A = dimensionless partition resistance 
parameter, {(tpkf)/(k,,d)} 

v = kinematic viscosity of air at Tm, 
m2/s 

8 = dimensionless temperature, 
(T - TC)I(T„ - Tc) 

a = Stefan-Boltzmann constant, 
(5.667 X 10~8 W/m2 K4) 

£ = dimensionless distance along parti
tion height, (x/d) 

mean temperature, (T„ + Tc)/2, K Subscripts 

b = bottom wall 
c = cold, convection 
/ = fluid 
h = hot 
o = without partition 
p = partition 
r — radiation 
t = total, top wall 

Journal of Heat Transfer AUGUST 1999, Vol. 121 / 617 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



PM WP, 

M . 
~^~Y\ 
^ — V • ILliLT. 

| . 5 0 0 " 

_ . _ . _ n 

! 

SECTION J 

f im 

Fig. 1 Schematic of the Differential Interferometer (L-light source, C-condenser, H-heat filter, P-polarizer, 
F-interference filter, PM-partial mirror, WPi-Wollaston prism, WP2-Wollaston prism, B-Biconvex lens, 
M-plane mirror, AO-achromatic objective, O-ocular, AN-analyzer) 

cover ensured nearly adiabatic boundary conditions along the top 
and bottom walls of the enclosure under laboratory conditions. 

A typical experimental run lasted about ten hours. During the 
experiments, the temperature readings of points at identical loca
tions both along the top wall and the bottom wall at two different 
cross-sectional locations along the depth of the enclosure were 
compared for any variations with time. It was found that after 
about eight hours these temperatures showed no variations with 
time. As an extra caution the experiments were allowed to run for 
another two hours before data was recorded. Interferograms and 
temperature readings were recorded only after attaining steady-
state conditions. The thermocouples along the hot and cold iso
thermal vertical walls showed a maximum temperature variation of 
±0.2°C over the surface of the hot wall and a maximum variation 
of ±0.3°C over the surface of the cold wall, at a temperature of 
67CC between both walls. The interferograms were analyzed (Sob-

han et al., 1990) to evaluate the average convective heat transfer 
coefficient from the hot wall of the enclosure. 

The total heat transferred from the left wall of the enclosure is 
the sum of the convective and radiative heat transfer components. 
The convective part is evaluated from the interferogram. The 
radiative part is evaluated analytically using the measured temper
atures of the hot and cold walls, the top and bottom walls, and the 
temperature of partition at various locations. The required shape 
factors were evaluated using Hottel's crossed string method (Sie-
gel and Howell, 1972). Using the measured temperatures as input 
variables, the radiative heat transfer from all walls of the enclosure 
and partition was calculated by the method of enclosure analysis as 
outlined by Siegel and Howell (1972). The total heat transferred 
from the hot wall_ is represented by means of a total (average) 
Nusselt number (Nu,), calculated as the sum of the average con
vective (Nu„) and average radiative (Nu,.) Nusselt numbers. The 
following experimental uncertainties apply for the measured quan
tities: temperature—less than ±0.04CC, length (fringe deflection 
measurement)—less than ±0.02 mm, emissivity—less than 
+0.01. These would result in the overall experimental uncertainty 
(Coleman and Steele Jr., 1989) in the estimation of total (average) 
Nusselt number (Nu,) to within ±5 percent. However, the average 
convective Nusselt number (Nuc) evaluated using the interfero
gram is subject to an uncertainty of ±2.5 percent only. 

Results and Discussion 
A large number of experiments were carried out on two fully 

partitioned square enclosures for two different cases: (a) enclo
sures with highly polished hot and cold walls and partitions (low 

Table 2 Type of partitions 

Fig. 2 Sectional view of the partitioned enclosure test cell (1-hot wall, 
2-cold wall, 3-top wall, 4-bottom wall). Thermocouple locations along 
the top and bottom walls are indicated thus >. 

Partition Material 

Pure Copper 

SS 316 

Teflon™ 

Thickness 
(mm) 

0.10 
0.28 
0.10 
0.38 
0.50 

Conductive Resistance 
(K/W) 

2.5 X 10"7 

6.98 X 10"7 

6.7 X 10"6 

2.6 X 10"! 

1.43 X 10"7 

Emissivity 

0.03 
0.03 
0.22 
0.17 
0.85 
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emissivity case) and (b) enclosures with walls and partitions 
painted black (high emissivity case). For all experiments carried 
out in the present study, the top and bottom walls of the enclosure 
were painted black, so as to have a surface emissivity of 0.85. For 
example, wooden walls (Eckert and Carlson, 1961) typically have 
an emissivity of 0.85. In what follows, description of the results 
obtained from the experiments is presented. 

Figure 3 shows the variation of dimensionless temperature 
along the partition height for the case of an enclosure having 
highly polished hot and cold walls. The metallic partitions were 
also highly polished. The Teflon™ partition was used without 
any surface treatment. As can be seen from the figure, the 
partition wall temperature distribution is linear for all parti
tions, increasing from bottom to top. The temperatures mea
sured at various points along the partition height correspond to 
locations on the side of the partition wall which faces the 
vertical hot wall of the enclosure. In an enclosure with a single 
vertical partition located centrally, the temperature attained by 
the partition is due to (i) the result of the interaction between a 
falling boundary layer along one side i.e. the side facing the hot 
wall of the enclosure and a rising boundary layer along the other 
side, facing the cold wall of the enclosure; (ii) the longitudinal 
and transverse conduction occurring along and across the par
tition; and (iii) the radiative heat transfer to or from the parti
tion. In fact, the temperature actually attained is an equilibrium 
temperature, which is a consequence of a balance among the 
competing factors mentioned above. The partition emissivity 
influences the radiative interactions among the walls which 
form the hot and cold cells of the enclosure. Even though all 
metallic partitions are highly polished to a mirror finish, all of 
them do not possess the same value of surface emissivity (see 
Table 2). The effect of thermal conductivity, thickness and 
surface emissivity of partitions on the partition surface temper
ature can be inferred from the above figure. It can be seen that 
the graphs for SS 316, and Teflon™, (both materials have low 
thermal conductivity) are steeper than for pure copper. For the 
same value of temperature difference between the hot and cold 
vertical walls of the enclosure, the above figure shows the 
following temperature difference between the top and bottom of 
the partition: Teflon™: l l .O rC , 0.1 mm copper: 3.45°C, 0.28 
mm copper: 4.18°C, 0.1 mm SS 316: 10.8FC, 0.38 mm SS 316: 
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Fig. 3 Variation of dimensionless temperature along partition height. 
The hot and cold vertical walls of the enclosure have the same emissivity 
(eh = e„ = 0.05). The temperature difference (Th-Tc) lies in the range 
44.8 ± 1.13°C. Table 2 shows the emissivity of partitions. 
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Fig. 4 Effect of emissivity of hot and cold enclosure walls on total heat 
transfer for the same partition (Teflon™ partition, ep = 0.85) 

The surface emissivity of the hot and cold walls of the 
enclosure has a significant effect on the partition wall temper
ature. If the partition is made of a material having a high value 
of surface emissivity, the radiative interactions occurring be
tween the enclosure walls and the partition become severe. For 
the same value of temperature difference (»=31°C) maintained 
between the hot and cold walls of the enclosure it was found 
that the overall surface temperature of the Teflon™ partition 
increases by about 6CC in a partitioned enclosure having highly 
emissive hot and cold vertical walls as compared to a parti
tioned enclosure with highly polished hot and cold walls. This 
enhancement is due to the effect of strong radiative interaction 
among the walls of the enclosure and the partition. This inter
action has a dramatic effect on Nu, evaluated at the hot wallof 
the partitioned enclosure, as shown in Fig. 4. The value of Nu, 
in an enclosure with highly emissive hot and cold walls and 
partition (Teflon™, in the present case) is found to be almost 
twice that of the value obtained by using the same partition in 
an enclosure with highly polished hot and cold walls. The above 
figure emphasizes the importance of the role of surface radia
tion. 

The important factors that affect the heat transfer in a partitioned 
enclosure are the thickness, surface emissivity and thermal con
ductivity of the partition, medium inside the enclosure and the size 
of the enclosure. A dimensionless parameter (as used by Kelkar et 
al, 1990), called the partition resistance parameter is defined, 
based on the geometric and thermophysical properties, as 

{tpkf}/{kPd}. (1) 

In a partitioned enclosure with a full partition, the overall 
cross-cavity heat transfer from hot to cold wall is influenced by 
the conductive resistance imposed by the partition. In the 
present study, five different partitions (Table 2) were indepen
dently studied in order to understand the effect of the presence 
of partition on fluid flow and heat transfer. The conductive 
resistances (per unit area basis) of the partitions are also given 
in Table 2. It is to be noted that the conductive resistance of 
each of the above partitions is very much lower than that of an 
equivalent thickness of air. 

Table 3 shows values of partition resistance parameter A, 
temperature difference along the partition (between top and 
bottom of partition) and values of Nu, evaluated for two ex
treme cases—pure copper and Teflon™—for increasing values 
of Rayleigh number. Experiments on pure copper and Teflon™ 
partitions were carried out, maintaining approximately the same 
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Table 3 Variation of Nu, with A 

Material 

Copper 
Teflon 
Copper 
Teflon 
Copper 
Teflon 
Copper 
Teflon 

A 

1.74 X 1(T7 

1.0 X 1(T3 

1.74 X 10"1 

1.0 X 10^3 

1.16 X 10"1 

6.67 X 10"4 

1.16 X 10"' 
6.67 X 10"" 

Th - Tc °C 

24.96 
23.83 
52.99 
53.90 
42.23 
42.62 
53.35 
52.55 

e* 

0.85 
0.85 
0.85 
0.85 
0.85 
0.85 
0.05 
0.05 

£c 

0.85 
0.85 
0.85 
0.85 
0.85 
0.85 
0.05 
0.05 

<v 

0.85 
0.85 
0.85 
0.85 
0.85 
0.85 
0.03 
0.85 

Ra 

108269 
103912 
188042 
188599 
532822 
535431 
636376 
644639 

Temp. diff. °C 

1.46 
2.92 
3.2 
7.87 
3.95 

10.08 
4.44 

13.75 

Nu, 

7.781 
8.591 
8.911 
8.876 

12.207 
12.899 
6.092 
6.591 

value of temperature difference (Th - Tc), between the hot and 
cold walls as shown in the table. Temperature measurements at 
locations along the partition height, from bottom of the partition 
to the top, reveal an interesting feature. As discussed earlier 
(Fig. 3), partition temperature increases from bottom to top. It 
was found that the magnitude of the temperature difference 
between the top and bottom of the partition wall is dependent on 
the thermal conductivity, thickness, and surface emissivity of 
the partition wall, the surface emissivity of hot and cold walls 
of the enclosure, and Rayleigh number of flow inside the 
enclosure. It can be found from Table 3, that, for more or less 
the same Rayleigh number, this temperature difference for the 
Teflon™ partition is always higher than that of a pure copper 
partition. It is also clear from the table, that at low value of 
Rayleigh number, this temperature difference for a pure copper 
partition (1.46°C) and Teflon partition (2.92°C) is not signifi
cant. As Rayleigh number increases, Teflon™ partition has a 
larger value of temperature difference between top and bottom 
of the partition (13.75°C) compared to that of a pure copper 
partition (4.44°C). This temperature difference affects the flow 
inside the hot and cold cells of the partitioned enclosure. Due to 
surface emissivity of enclosure walls and partition, this tem
perature difference affects the radiative interactions among the 
walls of the enclosure and the partition. Therefore, the radiative 
Nusselt number (Nu,) is strongly influenced for an enclosure 
having highly polished hot and cold walls and partitions. Figure 
5 shows the variation of Nur with partition resistance parameter 
A, for a partitioned enclosure with highly reflecting hot and cold 
vertical walls. As the Rayleigh number and partition resistance 
increases, the temperature difference between the top and bot
tom of the partition wall also increase. This temperature differ
ence was found to be higher for an enclosure with highly 
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ni 
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en 
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O Ra = 166550 ±2.5% 
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~T T 
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Partition Resistance Parameter, X 

reflecting hot and cold walls and partitions, as compared to an 
enclosure with highly emissive walls. The increase in heat 
transfer is_ reflected in the increase in average radiative Nusselt 
number, Nur. Radiation contributes significantly to the overall 
heat transfer between the hot and cold vertical walls of the 
enclosure and therefore the total Nusselt number, Nu„ is also 
increased. Therefore, it can be concluded that it is not natural 
convection alone, but the coupling of the two modes of heat 
transfer which characterizes the transport phenomena inside the 
partitioned enclosure. 

As pointed out earlier, the engineering objective of the 
present study is to investigate the effect of surface radiation and 
partition resistance in a partitioned enclosure. Figure 6 shows a 
representative graph obtained from experiments conducted in a 
nonpartitioned as well as a partitioned enclosure using a 
0.1-mm thick copper partition. It can be seen from the graph, 
that at any given value of Ra, Nu, is always higher for a 
nonpartitioned enclosure having highly emissive walls. For an 
enclosure with high emissivity walls and high emissivity par
tition, Nu, at any Ra is lower than that for a similar nonparti
tioned enclosure. However, even for this case, the total is higher 
compared to that for the case of an nonpartitioned enclosure 
having highly reflecting hot and cold vertical walls. At any 
given value of Ra, the lowest value of Nu, is obtained for the 
case of a partitioned enclosure having highly reflecting hot and 
cold vertical walls and partitions. The trends seen in the above 
figure are similar for all experiments carried out on partitioned 
enclosures in the present study. 

Rayleigh Number, Ra 

Fig. 5 Effect of partition resistance parameter on radiative heat transfer. 
Two enclosures (40 x 40 x 200 mm and 60 x 60 x 300 mm) were used 
in the experiments. The hot and cold vertical walls of the enclosure were 
highly polished (e„ = e„ = 0.05). Table 2 shows emissivity of partitions. 

Fig. 6 Comparison of total (average) Nusselt number obtained for a 
partitioned enclosure with a nonpartitioned enclosure for various sur
face emissivities of walls and partition. The graph is for a pure copper 
partition, 0.1 mm thick. 
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Fig. 7 Reduction in total (average) Nusselt number for a partitioned 
enclosure. The hot and cold vertical walls of the enclosure have same 
emlssivity (eft = e„ = 0.05). Partition emisslvity as in Table 2. 

Figure 7 shows the reduction ratio obtained by using highly 
polished partitions in an enclosure with highly polished hot and 
cold vertical walls. The reduction ratio is denned as the ratio of 
the total (average) Nusselt numbers obtained for an enclosure 
with and without partition. The reduction ratio is found to be a 
function of Rayleigh number. For the range of Rayleigh num
bers considered in the present study, it can be seen from Fig. 7 
that the reduction ratio lies between 0.45-0.8. For the case of 
natural convection being the only mode of heat transfer in 
enclosures with a single vertical partition, reduction ratio of 0.6 
(Anderson and Bejan, 1981) and 0.5 (Nishimura et al., 1985; Sri 
Jayaram, 1996) have been reported earlier. The effect of surface 
radiation on reduction ratio can best be appreciated when this 
figure is compared with Fig. 8, which shows the variation of the 
reduction ratio with Rayleigh number for the case of a parti
tioned enclosure having highly emissive hot and cold vertical 
walls and partitions. For low Rayleigh numbers it can be 
inferred from Fig. 8 that surface radiation has effected a shift of 
the values of reduction ratio from a band 0.45-0.65 (as seen in 
Fig. 7) to a band 0.65-0.80. The spread in reduction ratio 
values seen earlier in Fig. 7, is found to be smaller in Fig. 8. For 
the case of a partitioned enclosure having highly emissive hot 
and cold vertical walls and partitions the reduction ratio is 
found to be independent of Rayleigh number for the range of 
parameters considered in the present study. 

Correlations 
Based on experimental data (100 points), two correlations are 

proposed in order to evaluate Nuc and Nu,. for a partitioned 
enclosure. The correlations are obtained as functions of Rayleigh 
number, radiation conduction interaction parameter, emissivity of 
the hot and cold wall, emissivity of the partition, temperature ratio, 
and the partition resistance parameter. 

Average Convective Nusselt Number 

-0.152Q + 

= 0.03 
6 )C Nuc = 0.024 R a a 3 5 3 C 2 1 6 ( l + e„) 

Standard error of the estimate of Nuc 

Correlation coefficient = 0.967 
Deviation of data from fit = ±15 percent (max.) 

Nu, = 0.629 Ra0081 yV°c
373(eJ0 '974(e„)0086(rr)"2M(A)00" 

Standard error of the estimate of Nu,. = 0.02 
Correlation coefficient = 0.999 
Deviation of data from fit = ±10 percent (max.) (3) 

The total (average) Nusselt number (Nu,) can be obtained as the 
sum of the average Nusselt number due to convection (Nuc) and 
the average Nusselt number due to radiation (Nur). One of the 
objectives of the present investigation was to study the effect of 
partition resistance parameter A on cross-cavity heat transfer be
tween the hot and cold vertical walls of the enclosure. From graphs 
of Nu,. versus A, for all partitions considered in the study, it was 
found that Nuc has very little or negligible d_ependence on A. 
Hence, A is not included in the correlation for Nuc. The hot wall 
emissivity eh has a negative index. The negative value shows that 
as the emissivity of the hot wall increases, suppression of natural 
convection takes place (Balaji and Venkateshan, 1993) and hence 
Nuc decreases. The radiation conduction interaction parameter N„ 
indicates the relative role of heat transfer by radiation to that by 
conduction through the air layer between the two isothermal ver
tical walls of the enclosure. For the range of JV„ considered in the 
present study, the percentage change in Nuc is 25 percent, whereas 
forthe same range, Nu, changes by 47 percent. 

Nur has a strong dependence on eh, ( = ec, in the present study) 
which has a power of 0.974. The importance of the interaction can 
be seen from the index of radiation conduction interaction param
eter N,c, which has a relatively high value of 0.373. The partition 
emissivity ep is found to play an important role in both correla
tions. With increase in partition emissivity, enhancement of both 
Nuc. and Nu, takes place. The partition resistance parameter A was 
found to affect Nu, significantly (see Fig. 5). Hence A is included 
in the correlation for Nu,. For example, in the present study, A 
varies from 1.74 X 10~7 to 1 X 10~3. The corresponding percent
age change in Nu, for this range of A is about 18 percent. 

Earlier studies have concluded that the Nusselt number in a 
partitioned enclosure is reduced by a factor of (n -t- 1)" where a = 
— 0.61 (Anderson and Bejan, 1981) and a = - 1 (Nishimura et 
al., 1988) when compared to the Nusselt number obtained for a 
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Fig. 8 Reduction in total (average) Nusselt number for a partitioned 
enclosure. All walls of the enclosure and partitions have the same emis
sivity (=0.85). 
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nonpartitioned enclosure, where "n" is the number of partitions. 
The results of Sri Jayaram et al. (1997) and the present experi
mental study have shown that the reduction of Nusselt number by 
a factor of the type (n + 1)°, where "a" is a fixed quantity, is not 
correct for all situations. Enclosure and partition walls have non
zero emissivity and therefore there occur transfer of heat by 
radiation also. Hence, the interaction of surface radiation with 
natural convection brings about a marked deviation of results 
obtained considering radiation from those obtained without con
sidering radiation. This deviation is large, particularly if the sur
faces of enclosure walls and partitions are of very high emissivity. 
A comparison of Figs. 7 and 8 will enable us to understand this 
better. The heat transfer mechanism in a partitioned enclosure with 
highly emissive walls and partitions is therefore entirely different 
from that of a partitioned enclosure having highly reflecting walls 
and partitions. 

Conclusion 
In this paper we have reported the results of an experimental 

study carried out on fully partitioned square enclosures, focusing 
attention on the effect of surface emissivity of walls and partition 
on the overall heat transfer inside the enclosure. The following 
conclusions can be drawn from the study: 

1 Natural convection heat transfer is supplemented by surface 
radiation between the walls of the enclosure and the partition. Even 
though there is a reduction of natural convection because of the 
presence of surface radiation, the overall heat transfer represented 
by Nu, is augmented substantially. 

2 A temperature difference occurs along the partition height 
between top and bottom (top being always at a higher temperature) 
and this difference which depends on Ra and partition properties, 
affects the surface jradiation to a large extent, thereby increasing 
Nur and therefore Nu, as partition resistance parameter increases. 

3 The reduction in total Nusselt number for a partitioned 
enclosure having highly emissive enclosure walls and partition 
was found to be independent of the Rayleigh number, for the range 
considered in the present study. 

4 Two correlations were also presented. 
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Dynamics and Heat Transfer 
Associated With a Single 
Bubble During Nucleate Boiling 
on a Horizontal Surface 
In this study, a complete numerical simulation of a growing and departing bubble on a 
horizontal surface has been performed. A finite difference scheme is used to solve the 
equations governing conservation of mass, momentum, and energy in the vapor-liquid 
layers. The vapor-liquid interface is captured by a level set method which is modified to 
include the influence of phase change at the liquid-vapor interphase. The disjoining 
pressure effect is included in the numerical analysis to account for heat transfer through 
the liquid microlayer. From the numerical simulation, the location where the vapor-liquid 
interface contacts the wall is observed to expand and then retract as the bubble grows and 
departs. The effect of static contact angle and wall superheat on bubble dynamics has 
been quantified. The bubble growth predicted from numerical analysis has been found to 
compare well with the experimental data reported in the literature and that obtained in 
this work. 

Introduction 

Nucleate boiling is a liquid-vapor phase-change process associ
ated with bubble formation. As it is a very efficient mode of heat 
transfer, the boiling process has been studied extensively during 
the last half century. Although significant progress has been made 
in modeling the nucleate boiling process, a mechanistic model to 
describe the phenomena and predict the heat transfer coefficients 
without employing empirical constants has not yet been developed 
for isolated bubble regime (partial nucleate boiling) on a horizontal 
surface. In most previous studies, modeling of bubble dynamics 
including the growth and departure of the bubble has been overly 
simplified and the flow and temperature fields influenced by the 
bubble motion have not been correctly treated. 

Fritz (1935) was the first to develop a criterion for bubble 
departure by balancing buoyancy with surface tension forces act
ing on a static bubble. He proposed an empirical expression for the 
bubble departure diameter as 

D„= 0.020S<p Jcr/g(Pl - pv) (1) 

where the contact angle cp is measured in degrees. Although 
deviations of predictions made from Eq. (1) with the data for the 
bubble diameter at departure reported in the literature have been 
observed, Eq. (1) provides an appropriate length scale for the 
boiling process. Including the effect of the bubble growth velocity, 
Staniszewski (1959) suggested an equation for the bubble diameter 
at departure as 

Dd= 0.001lcpyj2a/g(p,- pv) 1 +0 .435 
dD 

dt (2) 

where dDldt is given in inches per second just prior to departure. 
This correlation was based on his experimental observation that 
faster growing bubbles grew bigger before departure. The criterion 
for bubble departure has been improved by including several other 
forces such as liquid inertia and drag (Hsu and Graham, 1976). 
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However, the evaluation of these forces requires knowledge of the 
bubble growth rate. 

An expression for the asymptotic growth of a spherical bubble 
placed in a superheated liquid layer of infinite extent was obtained 
by Plesset and Zwick (1954): 

D = 4 ^ 
PfiPAT 

(3) 

This expression suggests that the growth rate of a bubble is linearly 
proportional to liquid superheat, AT. However, for a bubble at
tached to a heater surface, the growth rate cannot be obtained 
analytically because the temperature field around the bubble is not 
uniform and the bubble shape changes continuously. Mikic et al. 
(1970) used a geometric factor to relate the shape of a bubble 
growing on the heater surface to a perfect sphere. Accounting for 
the thermal energy that is stored in the superheated liquid layer 
prior to bubble inception, they obtained an approximate solution 
for the bubble growth rate. Since the initial energy content of the 
superheated liquid layer surrounding the bubble depends on the 
waiting time, the model exhibits the dependence of bubble growth 
rate on the waiting time. However, the model did not include the 
evaporation from the liquid microlayer underneath the base of a 
bubble. 

The existence of the microlayer underneath a bubble was con
firmed experimentally by Cooper and Lloyd (1969) through the 
observation of fluctuations in the heater surface temperature. Using 
the lubrication theory for the liquid flow in the microlayer, they 
deduced the thickness of the microlayer as 

S = 0.8 Jv,t. (4) 

Although Cooper and Lloyd proved the importance of microlayer 
evaporation, they did not account for long range forces when the 
microlayer is very thin. Complete analysis for the microlayer 
including disjoining pressure, vapor recoil pressure, and interfacial 
heat transfer resistance has been carried out by Lay and Dhir 
(1995). As a result, they were able to predict the maximum 
diameter of vapor stems in fully developed nucleate boiling. Ac
cording to their analysis, local heat fluxes as high as 1.54 X 108 

W/m2 can exist in the very thin film. 
Recently, Lee and Nydahl (1989) have numerically simulated 
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the bubble growth in nucleate boiling including the microlayer. For 
the thickness of the microlayer, they have used the formulation of 
Cooper and Lloyd. To match the predicted bubble growth with the 
experimental data reported in the literature, they reduced the lead 
constant in Eq. (4) to 0.55. Although Lee and Nydahl accounted 
for the flow field and temperature field correctly by solving the 
momentum and energy equations in the liquid, they had to assume 
that the bubble remained hemispherical in shape during its growth 
and as such they could not demonstrate the departure process of 
the bubble. 

The objective of this study is to perform a complete simulation 
of the hydrodynamics and heat transfer associated with a single 
bubble, the shape of which changes continuously during the 
growth. Through the analysis new physical insights can be gained 
into partial nucleate boiling, which has eluded the simplified 
models developed previously. As such the equations governing 
conservation of mass, momentum, and energy in the vapor and 
liquid phases are solved numerically. The vapor-liquid interface is 
captured by a level set method which can easily handle breaking 
and merging of the interface. This method has been applied to 
adiabatic incompressible two-phase flow by Sussman et al. (1994) 
and to film boiling near critical pressures by Son and Dhir (1998). 
In this work, the level set formulation, modified to accommodate 
the liquid-vapor phase change, is applied for simulation of partial 
nucleate boiling on a horizontal surface. 

Analysis 
In analyzing the growth of a single bubble, the computational 

domain is divided into micro and macro regions as shown in Fig. 
1. The micro region contains the thin film that forms underneath 
the bubble whereas the macro region consists of the bubble and the 
liquid surrounding the bubble. In carrying out the analysis the 
flows are assumed to be axisymmetric and laminar and the fluid 
properties including density, viscosity, and thermal conductivity 
are assumed to be constant in each phase. For the low-wall 
superheats investigated in this study, the liquid viscosity changes 
by less than nine percent and the other thermophysical properties 
change by less than three percent. Therefore, the assumption of 
constant property is not too restrictive so long as the computations 
are performed for low superheats. 

Liquid Microlayer. Lubrication theory for the microlayer has 
been used and validated by a number of investigators in the 

Fig. 1 Macro and micro regions used in numerical simulation 

literature (refer to Wayner (1992) and Lay and Dhir (1995)). The 
equation of mass conservation in the microlayer is written as 

55 

It = v, - qlp,hh. (5) 

In Eq. (5), the liquid velocity normal to the vapor-liquid interface, 
v,, is obtained from the continuity equation as 

V,-
1 d 
~rTr I ru,dy. 

The momentum equation for the microlayer is written as 

dp, d2u, 

dr * * ' V 

The energy conservation equation for the film yields 

q = k,(Tw - Tj/8. 

(6) 

(7) 

(8) 

N o m e n c l a t u r e 

A = dispersion constant 
cp = specific heat at constant pressure 
D = bubble diameter 

DL = cavity diameter 
Dd = bubble diameter at departure 

g = gravity vector 
H = step function 
h 

hev 

k 
I. 

M 
m 

Nu 
P 
q 

= grid spacing for the macro region 
= evaporative heat transfer coeffi

cient 
= latent heat of evaporation 
= thermal conductivity 
= characteristic length, 

Va/g(p, - pv) 
= molecular weight 
= mass flux vector defined in Eq. 

(17) 
= Nusselt number, l0q/kAT 
= pressure 
= heat flux 

R = radius of computational domain 
R = universal gas constant 

R0 = radius of dry region beneath a 
bubble 

R, = radial location of the interface 
at v = hi 2 

r = radial coordinate 
T = temperature 

AT = temperature difference, Tw — 
T 
1 sat 

t„ = characteristic time, l0lu„ 
u = r-directional velocity 
u = velocity vector, (w, v) 

uint = interfacial velocity vector 
u„ = characteristic velocity, 

V'micro = rate of vapor volume produc
tion from the microlayer 

AVmiQr„ = control volume near the micro 
region 

v — y-directional velocity 
Y = height of computational domain 

y 
a 

0r 
s 

ST 

K : 

M : 

V ' 

P : 

<s • 

o> : 

<p = 

vertical coordinate 
thermal diffusivity 
coefficient of thermal expansion 
liquid film thickness 
thermal layer thickness 
dimensionless temperature, 
(T - r!M)/AT 
interfacial curvature 
dynamic viscosity 
kinematic viscosity 
density 
surface tension 
variation of surface tension 
with temperature 
level set function 
contact angle 

Subscripts 

int = interface 
I, v — liquid, vapor 

r, y, t = blbr, dldy, d/dt 
sat, vc = saturation, wall 
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The inertial terms in the momentum equation and convection terms 
in the energy equation can be neglected because the Reynolds 
number based on the liquid film thickness and the liquid velocity 
(smaller than 0.05 m/sec for AT = 8.5 K) in the micro region is 
less than unity. 

Using a modified Clausis Clayperon equation, (e.g., Wayner, 
1992), the evaporative heat flux is written as 

q = helTin, - T„ + {pi - pv)TJp,hfl (9) 

where 

where 

T=Tsa,(Pv) f o r / / = 0 

P = Pv+ (Pi~ Pv)H 

p-1 = p~v> + (/V - i O # 

k7lH 

H=l if A > +1.5/1 

hev = 2(M/2TTRT,) 0-5pvhjs/Tv; Tv = Tsl„{pv). (10) 

The pressures in the vapor and liquid phases are related (Lay and 
Dhir, 1995) as 

Pi S3 (11) 

where surface tension, a, is taken to be a function of temperature 
and A is the dispersion constant relating disjoining pressure to the 
film thickness. In Eq. (11), the second term on the right-hand side 
accounts for the capillary pressure, the third term for the disjoining 
pressure, and the last term originates from the recoil pressure. The 
curvature of the interface is defined as 

i a / as / fas 
r dr\ dr V I dr 

(12) 

The combination of the mass, momentum, and energy equations 
for the microlayer yields 

8"" = / ( 8 , S'S"8'") (13) 

where ' denotes did r. 
The boundary conditions for the above equation are as follows: 

at r = R„ 

g = 3 • S' = 8'" = 0 (14) 

where 8„ is of the order of molecular size (refer to Lay and Dhir 
(1995)). 

at r = R, 

8 = h/2: 0 (15) 

where hi 2 is the distance to the first computational node for the 
level set function, cj>, from the wall. In implementing the above 
boundary conditions the radius R, was determined from the solu
tion of macro region. For a given dispersion constant, the micro-
layer formulation, Eq. (13), and R0 are solved with five boundary 
conditions, Eqs. (14) and (15). In this study an apparent contact 
angle is defined as 

tan <p = h/2(Rx- R„ (16) 

Macro Region. For numerically analyzing the macro region, 
the level set formulation developed by Son and Dhir (1998) for 
film boiling is used. The interface separating the two phases is 
captured by <f>, which is defined as a signed distance from the 
interface. The negative sign is chosen for the vapor phase and the 
positive sign for the liquid phase. The momentum and energy 
equations for the vapor-liquid region are written as 

/du p U + u ' V u = - V p + Pg - pj37(r - r„,)g - CTKV# 

dT 

lit pcp,\ T - + U - V I 

+ V - / A V U + V- ju-Vii7 

W-kVT f o r f f > 0 

= 0 if < -1.5/i 

= 0.5 + 4>/(3fc) + sin[2iT(f)/(3/i)]/(2-!7) i f \<j>\ < \.5h 

where h is a grid spacing. The step function, H, is smoothed over 
three grid spacings to prevent numerical instability arising from 
discontinuous material properties (refer to Sussman et al., 1994). 
The mass conservation equation including the effect of volume 
expansion due to liquid-vapor phase change is derived from the 
conditions of the mass continuity and energy balance at the inter
face: 

m = p(u,„, - u) = kVTIhfg 

V - U = - J ( ^ + U " V P ) + ^ 
• Vp + K 

(17) 

(18) 

In Eq. (18), Vmicro is obtained from the microlayer solution as 

«' k,(Tw - r j 
p„/2/sSAVmicro 

rdr (19) 

where A Vlnicro is a vapor-side control volume near the micro region, 
which was arbitrarily chosen t o b e i ? , - 3 / i S r < i ? | and 0 s 
y £ h. In the level set formulation, the level set function, <f>, is 
advanced as 

d4> 

~dt 
V<j> (20) 

Immersion 
Heater 

Pool 
temperature 
Thermocouple 

Thermocouple 

Catridge 
Heater 

Sti rrer 
* Motor 

Top Plate 

Pyrex 
glass 
enclosure 

Fibergl as 
G-10 
support 

Wooden 
Enclosure 

Fig. 2 Experimental setup 
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Fig. 3 Effect of mesh size on the numerical results for AT = 6.2 K and 
A = -8.5 x 1(T21 J; (a) the bubble growth and (6) the bubble shape at f = 
0.03 sec 

and is reinitialized as 

</> , 

dt V^ITT 
Ki - |V*|) (21) 

where (j>0 is a solution of Eq. (20). 
The boundary conditions for the governing equations for the 

macro region are: 

at the wall (y = 0), 

u = v = 0, T = Tw, 4> = - cos <p; (22) 

at the planes of symmetry (r = 0, R), 

dv 8T d<j) 

dr dr dr ' 

at the top of computational domain (free surface, y = Y), 

du dv 8(j) 

dy dy dy 
0,T= Ts, 

(23) 

(24) 

The procedure used to match asymptotically the solutions for the 
micro and macro regions is as follows: (i) guess a contact angle, 
(ii) solve the macro-region equations, (iii) determine R, (radial 
location of the vapor-liquid interface at y = hi2), (iv) solve the 
microlayer formulation with five boundary conditions for a given 
dispersion constant and determine R0, (v) obtain the apparent 
contact angle from Eq. (16), and (vi) repeat steps (i)-(v) if the 
contact angle obtained in step (v) is different from the guessed 
value in step (i). 

Experiments 

In order not to cloud the bubble growth and departure data 
obtained on a test nucleation site by the activity at spurious cavities 
surrounding the test site, a single cavity was micromachined at the 
center of a mirror-polished 100 silicon wafer. The wafer had a 
diameter of 10 cm and a 10 jam square cavity with a depth of 20 
jiim was formed in the geometric center of the wafer. The wafer 
was heated in the central portion with power supplied from a 
cartridge heater embedded in a copper cylinder having a diameter 
of 2 cm. The silicon wafer was bonded to the copper block by 
using Omega Bond (OB-200) conductive adhesive. Four Type K 
thermocouples were placed in the copper block at a distance of 10 
mm apart with the top thermocouple being 2 mm from the upper 
surface of the copper block. The wafer was supported not only by 
the copper block, but also by G-10 insulation surrounding the 
copper block. The test surface was housed i n a l S X 15 X 15 cm 
cubic chamber. Figure 2 shows the experimental apparatus. The 
boiling chamber is open at the top, but has stainless steel support 
for mounting the auxiliary heater, stirrer, and a movable thermo
couple to measure the pool temperature. 

0 0.250.50.75 1 
r/l0 

0 0.250.5 0.75 1 
r/l0 

-jf 

0 0.25 0.50.75 1 
r/lo 

0 0.25 0.5 0.75 1 
r/lo 

Fig. 4 Bubble growth pattern for AT = 6.2 K and A = -8.5 x 10~21 J 
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Fig. 5 Results for the micro region at t/t0 - 38.38; (a) and (b) interface shape, (c) interfaclal temperature, 
and (d) heat transfer coefficient for AT = 6.2 K and A = -8.5 x 10~" (J) 

Prior to conducting of the boiling experiments, the test surface 
was thoroughly cleaned with isopropanol followed by methanol. 
The surface was then blow-dried and was heated to 100°C to 
remove any residual film of cleansing agents. A small droplet of 
the test liquid was placed on the wafer surface and a photograph 
was taken. From the photograph, a static contact angle of the liquid 
with the silicon wafer surface was determined. The test liquid 
(distilled water) was boiled for at least half an hour to remove any 
dissolved air in the liquid. A calibration for the cumulative thermal 
resistance of the conductive adhesive layer joining the copper 
substrate with the wafer and the wafer itself was made. This 
thermal resistance was used to determine the temperature of the 
boiling surface as a function of heat flux. The calculated temper
ature was verified by placing a thermocouple directly on the 
boiling surface of the silicon wafer exposed to the saturated liquid. 

Subsequently, the energy was supplied to the cartridge heater 
embedded in the copper block and the surface temperature of the 
silicon wafer was brought to the saturation temperature of water. 
Preboiled water was poured into the test chamber and auxiliary 
heater and stirrer were turned on in order to maintain the liquid 
pool at the saturation temperature. Just prior to recording of the 
bubble growth and departure data, the power to the auxiliary heater 
and the stirrer was shut off in order to obtain a quasi-static pool. 
The bubble growth and departure processes were recorded on a 
video camera operating at 450 frames per second. At a given time, 
the data were recorded for several bubble growth and departure 
cycles. 

Results and Discussion 
In carrying out numerical simulation, the characteristic length, 

/„, the characteristic velocity, u„, and the characteristic time, t0, 
are defined as 

h = ^Jv/gipi- p«); "0 = \fgil; t„ = Uu0- (25) 

During numerical simulations of partial nucleate boiling, the 
properties of water at 1 atm. are used. The computation domain is 

chosen to be (R/l0, Y/l„) = (1, 3) so that the bubble growth is not 
affected by the computational boundary. To initiate the computa
tions, the initial fluid temperature profile is taken to be linear in the 
natural convection thermal boundary layer and fluid velocity is set 
equal to zero. The initial thermal boundary layer thickness, Sj-, is 
evaluated from the correlation for the turbulent natural convective 
heat transfer (refer to Kays and Crawford, 1980) as 

8T=7.U(v,al/gpJAT)ui. 

Since in reality partial nucleate boiling on a horizontal surface is a 
cyclic process, the computations should be carried out over several 
cycles until no cycle-to-cycle change in the bubble growth pattern 
or in the temperature profile in the thermal boundary layer is 
observed. 

To select an appropriate mesh size, convergence for grid reso
lutions was tested with mesh points of 64 X 192, 96 X 288 and 
192 X 576. The results are plotted in Fig. 3. As the mesh points 
increase, the relative difference of the bubble growth rates between 
successive mesh sizes becomes small. For 96 X 288 and 192 X 
576 meshes, the difference of the bubble growth periods is less 
than two percent. Also, the bubble shapes at departure for the two 
finest grids have shown insignificant differences. Therefore, most 
of computations in this study are performed on 96 X 288 grid 
points to save the computing time without losing the accuracy of 
numerical results. During the computations, time steps were cho
sen to satisfy the CFL condition, Af :£ h/(\u\ + \v\), due to the 
explicit treatment of the convection terms and the condition that 
the numerical results should not change if the time steps are 
halved. An appropriate time step is approximately a dimensionless 
time of 5 X 10~4. 

Figure 4 shows the bubble growth pattern during one cycle for 
AT = 6.17 K and A = - 8 . 5 X 10"21 J. As mentioned earlier, 
the solution for the macro region is coupled with the solution for 
the micro region. The results for the micro region corresponding to 
the bubble at tlt„ = 38.38 are plotted in Fig. 5. The value of the 
radius of the bubble base, (r/l0, yll„) = (]?,//„, hi21,) = (0.189, 
0.005) at tlt„ = 38.38 in Fig. 4, obtained in the macro region 
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Fig. 6 Bubble growth pattern for A 7 = 6.2 K and A = -8.5 x 10 21 J with a cavity of Dc = 250 jim 

serves as a boundary condition for the governing equations for the 
micro region in Fig. 5(a). From Fig. 5(b), it is seen that due to the 
contribution of disjoining pressure the slope of the interface de
creases to zero rapidly near the nonevaporating region (8 = 8„). 
As the thickness of the liquid microlayer decreases, the interface 
temperature rises up to the wall temperature as shown in Fig. 5(c). 
Also, significant evaporative heat transfer is observed in the micro 
region. The apparent contact angle (38 deg from Fig. 5(a)) and the 
total energy removal integrated over the micro region plotted in 
Fig. 5(d) are used in the calculations for the macro region. In the 
present calculations, for a given dispersion constant (A), the 
apparent contact angle is nearly independent of the bubble growth 
process. In reality, however, the dynamic contact angles (advanc
ing and receding contact angles) differ from the static contact 
angle. The hysteresis of contact angle on a real solid surface is not 
modeled in this study and this may have some effect on the shape 
of the vapor-liquid interface at the heated surface during bubble 
departure. 

It is seen from Fig. 4 that during the early period of bubble 
growth (37.28 < tlt0 < 38.38), the location where the vapor-
liquid interface contacts the solid wall moves radially outwards. 
However, the horizontal movement of the bubble base is retarded 
by the wall friction and the surface tension forcing the bubble 
shape to satisfy the geometric condition (contact angle). This in 
turn tends to push the upper portion of the bubble outwards and as 
a result leads to increased buoyancy force. The nonuniform bubble 
motion induces a clockwise vortex in the liquid layer. When liquid 
vortex becomes stronger with the increase of the bubble diameter, 
the bubble base moves inwards (38.38 < tlt0 < 39.13). The 
departure process occurs rapidly because the dominance of buoy
ancy over surface tension accelerates as the bubble base shrinks. 
According to the experimental observation of Siegel and Keshock 
(1964) for the bubble departure process, the bubble neck forms 
near the wall and thereafter the bubble breaks off. The small vapor 
portion left after the bubble departure serves as a nucleus for the 
next bubble. This condition can be achieved through the simulation 
of the bubble growth with a cavity of Dc = 250 jum as demon
strated in Fig. 6. The computation are performed with grid points 

of 128 X 384. Also, to satisfy the condition that the bubble base 
can not shrink beyond the cavity mouth at tit0 — 20.18 and tlt„ = 
20.55 in Fig. 6, an additional constraint is imposed for evaluation 
of the level set function at the wall: 

4 > < 0 for r =S DJ2. (26) 

In Fig. 6 the numerical simulation including a cavity shows clearly 
the departure process that is consistent with the experimental 
observation of Siegel and Keshock (1964). However, the cavities 
existing on a real surface are one or two orders of magnitude 
smaller than the cavity used in this computation, Dc = 250 jam. 
For an extremely small cavity, the cavity does not affect the overall 

*-u/Uo=2.62 *-u/u,=2.67 

Fig. 7 Flow patterns during growth and detachment of single bubbles 
for AT- 6.2 K and A = -8.5 x 10"21 J; (a) « „ = 37.58 and (b) Vt0 = 39.03 

628 / Vol. 121, AUGUST 1999 Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 0.2 0.4 0.6 0.8 
r/I„ 

(a) 

0 0.2 0.4 0.6 0.8 
r/l„ 

(b) 

Fig. 8 Temperature fields with temperature interval of 0.62 K for AT •-
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bubble growth because the breakoff period of a bubble is very 
short compared with the overall bubble growth period. As such the 
effect of cavity on the bubble growth is not included in most of 
computations of the present study and the small bubble serving as 
nucleus for the next cycle is placed on the surface after the 
previous bubble departs (at tlt„ = 37.28 in Fig. 4). The initial 
bubble size chosen in the present computations is small enough to 
have no significant effect on the overall bubble growth. The 
waiting periods for the cavity considered in the present work are 
practically zero because the wall temperature is assumed to remain 
constant. In the experiment with a constant heat flux condition, the 
wall temperature decreases when the cold pool liquid fills the area 
vacated by the departing bubble. The liquid layer and the heater 
surface have to be heated to a temperature necessary to initiate the 
next bubble. Such a waiting period can be predicted when a 
conjugate problem involving conduction in the solid is solved 
simultaneously. In the present computations the waiting period 
was chosen so that a growing bubble was not disturbed by the 
previously departed bubble. 

The flow field in and around a bubble growing on the wall and 
for a detached bubble is shown in Fig. 7(a). During the early 
period of bubble growth, the liquid around the bubble is seen to be 
pushed out. A circulatory flow pattern inside the bubble as well as 
in the liquid outside is clearly seen for the freely rising detached 
bubble. The vapor velocity vectors in the bubble are reflective of 
the bulk movement of the bubble in the upward direction and the 
changes in the bubble shape as the bubble rises in the pool. There 
is no inflow or outflow of vapor at the vapor-liquid interface. 
Figure 1(b) shows the flow pattern in and around the bubble 
shortly before detachment. On the upper portion of the bubble, the 
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Fig. 10 Comparison of bubble diameter predicted from numerical sim
ulation with experimental data obtained by Siegel and Keshock (1964) for 
AT = 6.2 K and <p = 38 deg (A = - 8 . 5 x 1 0 " 2 " J) 

liquid is being pushed outwards whereas the liquid flow is radially 
inward in the lower portion of the bubble. The temperature field 
around the bubble is shown in Fig. 8. The crowding of the 
isotherms underneath the bubble is reflective of the very high heat 
flux in that region. Initially when a bubble locates inside the 
thermal boundary layer, the bubble grows as a result of evapora
tion all around of the bubble interface including the micro region. 
As the bubble grows out of the thermal layer, the energy required 
for evaporation is supplied through only the portion around the 
bubble base. Also it is seen from Fig. 8(b) that just after bubble 
detachment a thin thermal layer forms on the area vacated by the 
departing bubble and the thickness of the thermal layer increases 
with time due to transient thermal conduction. 

Figure 9 shows temporal variation of predicted Nusselt number 
based on the area averaged heat flux at the wall, Num, and the local 
Nusselt number at the edge of the domain, Nur=R. Because of the 
uncertainty in the specification of the initial condition, magnitude 
of Nusselt number is seen to change from cycle to cycle. However, 
after about 14 cycles, the steady-state condition appears to have 
been achieved. Numicr„ is the Nusselt number based on the contri
bution of microlayer. It is seen that for this set of calculations the 
microlayer contributes about 20 percent to the total flux. Also, it is 
noted that local heat transfer at r = R is 80 percent higher than that 
obtained from the correlation for the turbulent natural convection. 
This indicates that the liquid vortex associated with a growing and 
departing bubble is much stronger than the motion induced by pure 
natural convection. 

In Fig. 10 a comparison of the bubble growth predicted from the 
numerical calculations is made with the data reported by Seigel 
and Keshock (1964) for Ar = 6.2 K and <p = 38 deg. The 
numerical predictions are bounded by the upper and lower limits of 
the data. The model also predicts correctly the bubble diameter at 
departure and time for departure. 

A similar comparison of the predictions of the bubble diameter 
as a function of time is made in Fig. 11 and 12 with the data 
obtained from the present experiments. The data and predictions 

exp 
+ exP Bubble 
x exp Departure 

— comp 

0.00 0.01 0.02 0.03 0.04 0.05 0.06 
t (sec) 

Fig. 9 Variation of Nusselt number with time for various bubble growth 
cycles for AT = 6.2 K and A = - 8 . 5 x 10~21 J 

Fig. 11 Comparison of bubble diameter predicted from numerical sim
ulation with experimental data for AT = 7.0 K and tp = 50 deg (A = 
- 1 4 . 4 x 1 0 2 1 J) 
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Fig. 12 Comparison of bubble diameter predicted from numerical sim
ulation with experimental data for AT = 8.5 K and <p = 50 deg (A = 
-14.4 X KT21 J) 

plotted in Fig. 11 and 12 are for saturated water at one atmosphere 
pressure and for wall superheats of 7 K and 8.5 K, respectively. 
The static contact angle for water on silicon wafer was found to be 
50 deg. The advancing and receding contact angles during bubble 
growth were also measured (Ramanujapu and Dhir (1998)) and 
found to vary between ±5 deg of the static value. In making the 
predictions, plotted in Fig. 11 and 12, the contact angle was kept 
constant at 50 deg. Different values of the contact angle were 
obtained by changing the value of A. Thus a proportionality 
relationship was developed between the dispersion constant and 
the contact angle. For both superheats the predictions of bubble 
growth, bubble diameter at departure and bubble growth time are 
found to be in good agreement with the data except that model 
generally tends to overpredict the growth period. In Fig. 13 the 
bubble shape just prior to departure, obtained from the usual 
observations for a superheat of 8.5 K is compared with that 
obtained from numerical simulation. Overall the agreement be
tween the two is quite good. However, slight differences are 
observed in the neck region. 

The dependence of bubble growth on surface wettability is 
plotted in Fig. 14. Computations were made for three different 
contact angles (<p) of 25 deg, 30 deg, and 38 deg which correspond 
to dispersion constants of - 3 X 10"21 (J), - 5 X 10~21 (J) and 
— 8.5 X 10~21 (J). It is seen from Fig. 14 that as the contact angle 
increases, the bubble growth period increases. Also, the bubble 
diameter at departure becomes larger as the contact angle in
creases. This is caused by the fact that as the contribution of 
surface tension increases with increase in the contact angle, the 
vapor volume required for bubble departure also increases. The 
increase of bubble departure diameter with contact angle is found 
to be generally in agreement with the correlations proposed by 
Fritz (1935) and Staniszewski (1959). 

Figure 15 shows the effect of wall superheat on the bubble 
growth. The bubble diameter at departure and the bubble growth 
period are listed in Table 1. With increase in wall superheat vapor 
production rate increases. As a result the growth period decreases 
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Fig, 14 Effect of contact angle (<p) on bubble growth; (a) variation of 
bubble diameter with time and (b) bubble shape at departure for AT = 8.5 
K 

from 29.5 msec to 20.5 msec when AT is increased from 6.2 K to 
12.5 K. Also, the bubble diameter at departure increases with wall 
superheat. This indicates that for a fixed contact angle, the bubble 
diameter at departure depends on the growth rate (bubble dynam
ics) which increases with wall superheat. 

Nusselt numbers based on heat transfer coefficient averaged 
over the cell area are plotted in Fig. 16. During early period of 
bubble growth, the Nusselt number increases because the area of 
the microlayer increases as the bubble base expands. Thereafter, 
the Nusselt number decreases during a bubble departure period. 
Also, it is seen from Fig. 16 that as the wall superheat increases the 
Nusselt number increases. This is caused by the fact that the 
bubble growth rate increases with AT and this in turn induces a 
stronger vortex motion. The time and area-averaged Nusselt num
bers are listed in Table 1. The Nusselt numbers and heat fluxes for 
the partial nucleate boiling on a single nucleation site vary as A7"04 

and AT1,4 respectively. However, on a real surface with various 
sizes of cavities, the heat fluxes vary much steeply with AT 

0 0.2 0.4 0.6 0.8" 
"lo 

Fig. 13 Comparison of prediction of bubble shape at departure with data for A 7 = 8.5 
K and cp = 50 deg 
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Fig. 15 Effect of wall superheat (AT) on bubble growth; (a) variation of 
bubble diameter with time and (b) bubble shape at departure for <p = 38 
deg 

because the number density of active sites strongly depends on the 
wall superheat. To predict nucleate boiling heat flux values on a 
real surface, the effect of cavity number density should be included 
in the numerical model. This can be achieved from the numerical 
simulation of a single bubble on an effective surface area corre
sponding to the number density of cavities on a real surface, which 
will be done in the future. 

Conclusions 
1 A numerical simulation of a growing and departing bubble 

on a horizontal surface has been carried out without any approx
imation of the bubble shape. The effect of microlayer evaporation 
is included in the analysis. 

Table 1 Predicted bubble growth and heat transfer rate for 
different wall superheat for «p = 38 deg 

AT 
(K) 

6.2 
8.50 

12.5 

(mm) 

2.28 
2.51 
2.88 

Growth period 
(msec) 

29.5 
24.6 
20.5 

Nu 

7.86 
8.83 

10.4 

(W/cm2) 

1.32 
2.04 
3.54 

Fig. 16 Effect of wall superheat (AT) on Nusselt number for <p = 38 deg 

2 From the numerical simulation, the location where the 
vapor-liquid interface contacts the wall is observed to move out
wards and then inwards as the bubble grows and departs. 

3 The local wall heat flux is seen to vary cyclically during the 
bubble growth. The contribution of microlayer to the total heat flux 
is found to be about 20 percent. 

4 The departing bubble becomes larger with the increase in 
contact angle and wall superheat. The bubble growth scenario 
predicted from numerical analysis compares well with that ob
served in the experiments. 

Acknowledgment 
This work received support from NASA Microgravity Fluid 

Physics Program. 

References 
Cooper, M. G., and Lloyd, A. J. P., 1969, "The Microlayer in Nucleate Pool 

Boiling," Int. J. Heat Mass Transfer, Vol. 12, pp. 895-913. 
Fritz, W., 1935, "Maximum Volume of Vapor Bubbles," Physik Zeitschr., Vol. 36, 

pp. 379-384. 
Hsu, Y. Y., and Graham, R. W., 1976, Transport Processing in Boiling and Two 

Phase Systems, Hemisphere, Washington, DC. 
Kays, W. M., and Crawford, M. E., 1980, Convective Heat and Mass Transfer, 

McGraw-Hill, New York, p. 328. 
Lay, J. H., and Dhir, V. K„ 1995, "Shape of a Vapor Stem During Nucleate Boiling 

of Saturated Liquids," ASME JOURNAL OF HEAT TRANSFER, Vol. 117, pp. 394-401. 
Lee, R. C, and Nydahl, J. E., 1989, "Numerical Calculation of Bubble Growth in 

Nucleate Boiling From Inception Through Departure," ASME Journal of Heat 
Transfer, Vol. I l l , pp. 474-479. 

Mikic, B. B„ Rohsenow, W. M., and Griffith, P., 1970, "On Bubble Growth Rates," 
Int. J. Heat Mass Transfer, Vol. 13, pp. 647-666. 

Plesset, M. S., and Zwick, S. A„ 1954, "Growth of Vapor Bubbles in Superheated 
Liquids," J. Appl. Phys., Vol. 25, pp. 493-500. 

Ramanujapu, N., and Dhir, V. K., 1999, "Dynamics of Contact Angle During 
Growth and Detachment of a Vapor Bubble at a Single Nucleation Site," presented at 
ASME-JSME Conference in San Diego, CA. 

Siegel, R., and Keshock, E. G„ 1964, "Effects of Reduced Gravity on Nucleate 
Boiling Bubble Dynamics in Saturated Water," AICHE Journal, Vol. 10, pp. 509-
517. 

Son, G„ and Dhir, V. K„ 1998, "Numerical Analysis of Film Boiling Near Critical 
Pressure With a Level Set Method," ASME JOURNAL OF HEAT TRANSFER, Vol. 120, pp. 
183-192. 

Staniszewski, B. E., 1959, "Nucleate Boiling Bubble Growth and Departure," 
Technical Report No. 16, Division of Sponsored Research, Massachusetts Institute of 
Technology, Cambridge, MA. 

Sussman, M., Smereka, P., and Osher, S., 1994, "A Level Set Approach for 
Computing Solutions to Incompressible Two-Phase Flow," J. of Comput. Phys., Vol. 
114, pp. 146-159. 

Wayner, P. C , Jr., 1992, "Evaporation and Stress in the Contact Line Region," 
Proceedings of the Engineering Foundation Conference on Pool and External Flow 
Boiling, V. K. Dhir and A. E. Bergles, eds., Santa Barbara, CA, pp. 251-256. 

Journal of Heat Transfer AUGUST 1999, Vol. 121 / 631 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Chun-Liang Lai 
Department of Mechanical Engineering, 

National Taiwan University, 
Taipei, Taiwan 106, R.O.C. 

Mem. ASME 

Gibbs-Thomson Effect on 
Droplet Condensation 
The present study is primarily aimed at theoretically investigating the growth of a single 
spherical droplet due to condensation. The droplet is either at the center of a large 
spherical container or in an infinite domain. The effect on the droplet growth due, 
respectively, to the subcooling, the Gibbs-Thomson condition, and the density-difference-
induced convection will be analyzed and discussed systematically. Dimensional analysis 
indicates that three different time scales exist during the droplet growth due to conden
sation. The first and second small time scales describe, respectively, the transient 
temperature distributions of the gas phase and droplet, while the largest time scale 
describes the droplet growth. With the aid of multiple time-scale analysis, the analytic 
solutions for the droplet growth and the temperature distribution are obtained. The results 
indicate that, with a large Stefan number, the subcooling effect is stronger and the droplet 
grows faster. The Gibbs-Thomson effect, on the contrary, suppresses the droplet growth. 
However, the effect becomes smaller as time proceeds. Moreover, if the density difference 
between the liquid and the gas phases becomes larger, the induced convection will be 
stronger, which is conducive to the droplet growth. 

1 Introduction 

The Gibbs-Thomson equation is a well-developed thermody
namic relation describing the equilibrium condition at the interface 
where the phase transition occurs (Hsieh, 1975). When the Gibbs-
Thomson relationship is applied to droplet condensation, it indi
cates that the vapor has to be subcooled below the saturation 
temperature at the same vapor pressure. The degree of subcooling 
is determined by the Gibbs-Thomson relation and is a function of 
the surface tension and interface curvature (Mutaftschiev, 1993). 
Nevertheless, there is no experimental evidence to justify the 
existence and correctness of the Gibbs-Thomson relation when it is 
applied to droplet condensation. The primary difficulty comes 
from the following two facts, First, to avoid the gravity effect, the 
droplet has to be very small, which makes the measurements very 
difficult. Secondly, in order to have a larger droplet for the exper
iment, the gravitational force makes the droplet not purely spher
ical which, with two main radii of curvature, makes the measure
ments even more difficult. However, with the advent of manned 
spacecraft, the reduced-gravity environment provides an opportu
nity for such an experiment (Ostrach, 1982). It becomes possible to 
generate a large spherical droplet in the spacelab, which makes the 
measurements straightforward and easier. Therefore, it is worth
while to study droplet growth due to condensation at this moment 
to facilitate the design and prediction of the related experiments. 
The experimental justification of the Gibbs-Thomson relation ap
plied to droplet condensation will be very interesting and impor
tant from an academic point of view. 

Although condensation has been well studied and applied in 
many ways, most of the studies emphasized film condensation and 
nucleation (Akers et al , 1959; Carpenter and Colburn, 1951; 
Chaddock, 1957; Lee, 1964; Sardesai et al„ 1982; Feder et al., 
1966; Mason, 1951; Bear and McCormick, 1963; Sugawara and 
Katsuta, 1966). Most of the studies about droplet condensation 
were semi-empirical (Sugawara and Katsuta, 1966; O'Bara et al., 
1967; Gose et al., 1967; Welch and Westwater, 1961) or with a 
simplified model (Avedisian, 1986; Sideman and Taitel, 1964; 
Mokhtarzadeh and El-Shirbini, 1979). A fully theoretical analysis 
appropriately describing droplet condensation and growth, espe-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT 
TRANSFER. Manuscript received by the Heat Transfer Division, Dec. 1, 1998; revision 
received, Mar. 23, 1999. Keywords: Condensation, Droplet, Heat Transfer. Associate 
Technical Editor: M. Kaviany. 

cially considering the Gibbs-Thomson effect and the density-
difference induced convection, is not found. Droplet condensation 
is basically a Stefan problem or the so-called moving boundary 
problem (Crank, 1984; Hill, 1987; Meirmanov, 1992). However, 
the analysis is different from the treatment for the solidification 
problem. The convective flow induced by the density difference 
during solidification is usually very small and negligible while it is 
large and cannot be neglected during condensation. Moreover, 
when the Gibbs-Thomson relation is considered, the boundary 
condition for the temperature at the interface becomes nonlinear 
and is a function of the interface curvature. All these features make 
the analytic solutions more difficult to obtain for the condensation 
problem than for the solidification problem. 

In the next section a simplified physical model and the corre
sponding mathematical formulation will be given. With the intro
duction of dimensional analysis, three time scales are determined 
for droplet condensation. The smallest and the second large time 
scales describe the transient temperature variation of the gas phase 
and the droplet, respectively, while the largest time scale describes 
the droplet growth. In Section 3, with the aid of multiple-time-
scale analysis, the analytic solutions for droplet growth and the 
temperature distributions are obtained. The results will be pre
sented in Section 4. Conclusion and remarks for present and future 
works will be given in the last section. 

2 Mathematical Formulation 

The system to be analyzed is a spherical container filled with 
vapor initially at a uniform pressure P* and a subcooled temper
ature T*. The radius of the container is b*. In the center of the 
container there is a spherical droplet originally with a radius a, 
which is larger than the critical radius corresponding to P* and T*. 
As time proceeds, the vapor starts to condense on the surface of the 
droplet, making the droplet grow constantly. It is assumed that a <§ 
b* and the droplet growth due to condensation is so slow that the 
vapor pressure P* remains constant during the condensation pro
cess. The schematic diagram is shown in Fig. 1. The main concern 
of this study is the effect on the droplet growth and the temperature 
distribution due, respectively, to the Gibbs-Thomson condition and 
the convection induced by the density difference between the 
liquid and gas phases during condensation. 

The following assumptions are first made to simplify the prob
lem. 
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Fig. 1 Schematic diagram of the physical model 

1 The system is retained in a microgravity environment. The 
gravitational force and buoyancy effects are negligibly small. 
Therefore, the droplet remains spherical is shape during the con
densation process. 

2 The vapor in the container is initially at a uniform pressure 
P* and a subcooled temperature T*, which is less than T*, the 
saturation temperature corresponding to P*. 

3 The system and the accompanying processes due to conden
sation are assumed spherically symmetrical. 

4 The convection is mainly induced by the density difference 
between the liquid and gas phases during condensation. 

5 The container is so large, compared to the droplet, and the 
growth rate of the droplet is so small, that the vapor pressure 
remains nearly constant during the condensation process. 

6 The equation of state for an ideal gas is used as an approx
imation for the vapor when the Gibbs-Thomson condition is de
rived. However, when dealing with the convection effect, the flow 
is assumed incompressible. 

The governing equations for the problem under the above as
sumptions are simply the unsteady, spherically symmetrical heat 
transfer equations subjected to appropriate boundary conditions on 
the droplet surface. They are described as follows: 

Liquid phase: 

ST* 

Vapor phase: 

2 ST* d2r 
f* (if (if*^ 

0 < r* < R* (1) 

ST* 

J? + u* 
dT* 

~d? • = D, 
2 dT* d2T* 

dr* dr * 2 R* < r* < b* (2) 

The boundary conditions are 

(1) Stefan condition: conservation of enthalpy during conden
sation 

dR* dT* 

dt* dr* 
DrC„ 

dT] 

dr* 

(2) Gibbs-Thomson condition: 

T%R*, t*) = T*(R*, t*) = T*\ 1 

(3) T* is regular at r* = 0: 

(4) T*S=T* at r* = b*. 

L R*(t*)) 

(3) 

(4) 

(5) 

(6) 

In the above expressions, T* is the temperature with subscript / 
denoting the liquid phase and g, the gas phase. D, and Dg repre
sent, respectively, the thermal diffusivities of the liquid and gas 
phases with C, and Cg the corresponding heat capacities, u* is the 
induced radial velocity due to the density difference during con
densation. L and cr are the latent heat of condensation and the 
surface tension of the droplet, t* and r* represent time and the 
radial coordinate. R*(t*) is the instant radius of the droplet which 
is initially equal to a. 

The radial velocity u* induced by the density difference during 
condensation can be solely determined by the continuity equation 
and the conservation of mass at the droplet surface. Since the flow 
is assumed incompressible, the continuity equation becomes 

V-v = ̂ ^ r ( r * V ) = o. (7) 

In the equation, V represents the velocity vector. From Eq. (7), 
u* can be easily determined as 

uy-
R*2 

r * 2 (8) 

wherein «* is the radial velocity at the droplet surface, i.e., at r* 
= R*. The mass conservation must be satisfied at the droplet 
surface during condensation, which gives 

Pi 
dR* 

It* 
dR* 

lit* (9) 

with p* and p* denoting the density of the liquid phase and gas 
phase, respectively. From Eq. (9), u*R can then be solved in terms 
of the droplet growth rate dR*ldt*, i.e., 

-,* _ n* pUR* 
dt* 

= -S 
dR* 

~di* (10) 

Nomenclature 

a = initial radius of droplet 
b = radius of spherical container 
C = heat capacity 
D = thermal diffusivity 
L = latent heat of condensation 
P = pressure 

P, = saturation pressure 
R = instant radius of droplet 
r = radial coordinate 
T = temperature 

T0 = subcooled temperature 
T„ = saturation temperature 

t = time 

uR 

ur 

V 
A 
S 

r 

= droplet growth rate 
= radial velocity 
= velocity vector 
= Stefan number 
= defined as (pf - p*)/p* 
= parameter representing the Gibbs-

Thomson effect 

p = density 

cr = surface tension 

Superscripts 

* = dimensional variables 

Subscripts 
g = gas phase 
/ = liquid phase 
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In Eq. (10), S = (p* - p*)/p*g, with an order of magnitude about 
O(103). Substituting Eq. (10) into Eq. (8), u* can be expressed as 

«*= - 8 -
R*2 dR* 

. * 2 <ft* (ID 

With this expression for «*, Eq. (2), the energy equation for the 
gas phase, can then be rewritten as follows: 

dT* R*2 dR* dT* I 2 dT* d2T*„ 

dt* r*2 dt* dr* s\r* dr* dr*2 

R*<r*<b*. (12) 

For the convenience of analysis and discussion, the following 
nondimensionalization scheme is introduced: 

T, 
J1* 

t* 
t = a2/D_ a 

R = 
R* b* 

b = —. 
a 

With the above nondimensional variables, the governing equa
tions, Eq. (1) and Eq. (12), and the associated boundary conditions, 
Eqs. (3)-(6), can now be expressed in the following dimensionless 
forms: 

dT, 

dt 

dT, 

~dt~~ 

R 
- 8 - 1 

r 
dR 

dt ~ 

D, 12 dT, 

iTs\r~dr 

2 dR dTg 

dT. 
A - ^ - A 

dr 

Ti=Ts = 

d_%\ 
+ dr2) ' 

0 < 

2 dTs d2Tg 

r dr dr2 ' 

D,C, dT, 

DgCg dr ' 

r 
R' a t r = 

T, is regular, at r = 

T = 1 
1 s L 

, at r = b 

r.<R 

R<r 

at r = R 

= R 

•• o 

<b 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

The initial condition for the droplet growth is 

R = 1, atf = 0. (19) 

The initial distribution of the temperature field, however, depends 
on the condition specified which, as can be seen later, affects only 
the transient part of the temperature solution and has little effect on 
the droplet growth. 

In Eqs. (15) and (16) two important dimensionless parameters 
are introduced. Their expressions and physical meanings are as 
follows: 

and 

CAT* - T*0) 

2aT* 

aL(T* - T*) ' 

(20) 

(21) 

A is called the Stefan number, which is an index of subcooling 
while T represents, in a sense, the Gibbs-Thomson effect. 

Since the order of magnitude of D,IDg is about 10~2~10^3 and 
that for A is about 10"5~10"7 (Daubert and Danher, 1985; Haar et 
al., 1984), it becomes evident that there exist another two time 
scales, i.e., a2ID, and a2/ADg from Eqs. (13) and (15), respec
tively. The time scales for the present problem are now redefined 
as follows: 

tx = 

and 

h = AD. 

(22) 

(23) 

(24) 

tx is the smallest time scale describing the transient development 
of the temperature field of the surrounding gas phase. t_ is for the 
temperature field of the droplet. t_, the largest time scale of the 
whole process, describes the droplet growth. Since both tx and t2 

are much smaller than t_, only the steady-state solutions of the 
droplet and surrounding gas phase, which will be solved in the next 
section, are important to the droplet growth. The transient parts, 
which are closely related to the initial conditions specified and are 
case dependent, will then be omitted without deterioration to the 
analysis. 

3 Solutions With Multiple-Time-Scale Analysis 

According to the analysis of last section, there exist three time 
scales whose orders of magnitude are 0(tx) < 0{t_) < 0(t}). 
Therefore, with the aid of multiple-time-scale analysis, analytic 
solutions for the droplet growth and temperature distribution can 
then be obtained. 

(A) Solutions With Time Scale t_: By choosing f, = a2IDg 

as the characteristic time scale, the governing equations and 
boundary conditions can be simplified as follows: 

dT, 

In 

dR 

dt 

= 0 

0 

dt r dr 
92Tg 

dr2 1 < r< b 

at r = 1 

1, &tr = b. 

(25) 

(26) 

(27) 

(28) 

(29) 

It means, within the time scale tu the variations of the temper
ature distribution and the size of the droplet are negligibly small. 
Only the development of the temperature field of the surrounding 
gas phase is important. The solution for Eq. (27) satisfying bound
ary conditions (28) and (29) can now be obtained as follows: 

Tg = (transient part) + _ , + 
T-b M i - r ) i 

I 
(30) 

The transient part of the solution is initial-condition dependent, 
which is very difficult to determine exactly at the moment when 
the droplet is generated and the measurement is started. However, 
since only the steady-state solution is crucial to the droplet growth, 
it becomes unnecessary to solve explicitly the transient part. 

(B) Solutions With Time Scale t_\ When t_ is chosen as the 
time scale, the problem is reduced to the following: 

dR 
dt 

b b{\ 

= 0 

D 1 
• - , 1 < r< , 

(31) 

(32) 
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dT, 2 dT, d2T, 

dt , + T T , 0<r< 1 r dr dr 

T, is regular, at r = 0 

r, = r, at /• = I . 

(33) 

(34) 

(35) 

The expression for Ts is obtained from the steady-state solution 
of Eq. (30). Within this time scale, the droplet growth is still 
negligibly small. The solution for Eq. (33) with boundary condi
tions (34) and (35) possesses the following form: 

T, = (transient part) + T. (36) 

The steady-state solution of T, is simply a constant determined 
by the Gibbs-Thomson relation. The transient part of T, is still not 
important to the droplet growth. 

(C) Solutions With Time Scale t}: When the one associated 
with the droplet growth is chosen as the reference time scale, the 
whole problem is then reduced to the following form: 

-SA 

2 ar, d2T, 
r dr dr 

R2dRdTg 2 dT, d2Tg * = 1 _) t ft < 
r2 dt dr r dr dr2 ' 

dR dT, D,C, dT, 
— i t ;• — 7? 

dt dr DgCg dr ' 

r 
T,= Tg = —, &tr = R 

T, is regular, at r = 0 

Tg = 1, e&r = b 

R=\, atr = 0. 

r< b 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(43) 

Although A is very small, the convective term, i.e., the left-hand 
side term of Eq. (38), still needs to be included because the density 
ratio 8 = (pf — p*g)/p* is usually very large. 

Within this time scale, the droplet grows constantly. Conse
quently, the temperature distributions of the droplet and the sur
rounding gas phase are essentially quasi-steady with the unsteady 

4.0 

3.5 -

3.0 -

A=10'7 

A=10'e 

A=10-5 

5=104, T=0, b=50 

Fig. 3 Subcoollng effect on the droplet growth 

nature displaying implicitly through the droplet growth. The whole 
set of equations, i.e., Eqs. (37)-(43) can now be solved. They are 

(44) 

Tg= - - ^ y e x p ^ — ) +h(t), R<r<b (45) 

7, = - , 0<r<R 

g(t) (f(t) 

with 

dR g(t) (f(t) 

^7 = iF e x p l i r 

At) = AS/?2 

j ( ' ) 

dR 

dt 

/(OU-i 
f(t)\ (fit) 

expl T) ~ exPl R 

(46) 

(47) 

(48) 

50.0 50.0 

Fig. 2 Subcooling effect on the temperature distribution of the gas Fig. 4 Temperature distribution of the gas phase at different time in-
phase stents 
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exp 
hit) = 

fit) fit) 
RGxp\-r 

fU) 
exp( — j - e x p ^ T 

fit) 
(49) 

If the droplet is growing by condensation in an infinite domain, the 
above solutions can be reduced to the following forms by simply 
letting b approach infinity. The expressions for Th Ts, dRIdt and 
f(t) are the same as those shown in Eqs. (44)-(47), with 

/ T 

KO 
/Wh - 1 

1 — exp 
fit) 

(50) 

and 

exp 
hit) 

fit) r 
R 

exp 
fit) 

(51) 

as b —» oo. 
To obtain the analytic solution of R from Eq. (46) is formidable. 

Simple numerical iterations are needed to calculate the solutions of 
R. The steady-state solutions of T, and Tg will be used in Eq. (39) 
for the first estimation of dRIdt. Then numerical iterations are 
performed until certain appropriate criterion of convergence is 
reached. 

4 Results and Discussion 
The results to be presented in the following are calculated based 

on the data of water vapor. 
The R — t,V — t, and Tg — r relations are to be presented and 

discussed in the following, with V = dRIdt denoting the droplet 
growth speed. The parametric ranges investigated are A: 10~s~ 
1CT7, 8: 103~105, and T: 10 3~10"6, which are typical for the 
water vapor with a: 0.1 cm~2.0 cm, AT (subcooled temperature): 
1°C~10°C, and P, (the saturation pressure): 0.1 atm~2.0 atm. 

Figure 2 is the temperature distribution of gas phase at t = 1 
with 8 = 104, r = 0, and b — 50 for various values of A, i.e., A = 
10"5, 10~6, and 10"7. All three curves are pretty close, which 
indicates that the effect due to subcooled temperature within the 

4.0 

3.5 

3.0 

2.0 -

5=10J 

8=104 

8=105 

A=10 , r=0,b=50 

Fig. 6 Convection effect on the droplet growth 

range A = 10~5~10"7 is not obvious. However, from the figure, it 
can still be seen that the temperature distribution for A = 10~5 is 
steeper than those for A = 10~6 and 10"7. As a result, the droplet 
will grow faster in the case with A = 10~5 than those with A = 
10"6 and 10~7. In other words, it indicates that the droplet will 
grow faster with a larger subcooled temperature. This phenomena 
is reflected in the R — t diagram and is shown in Fig. 3. Figure 4 
is the temperature distribution of gas phase at f = 0.5, 1.0, 2.0, 
and 3.0 for the situation with A = 10~6, 8 = 104, r = 0, and b = 
50. It can be seen from this figure that, as time proceeds, the 
temperature distribution near the droplet becomes less and less 
steep. Consequently, the droplet will grow more and more slowly 
as time proceeds. This phenomenon is also reflected in the varia
tion of the slope of the R — t curve shown in Fig. 3. 

In order to demonstrate the convection effect due to the density 
difference during condensation, the temperature distribution of the 
gas phase at t = 1 with A = 10~6, T = 0, and b = 50 for various 
values of 8, i.e., 8 = 103, 104, and 105 and the corresponding 
droplet growth, i.e., the R — t curve, are calculated and shown 
respectively in Figs. 5 and 6. Two conclusions can be drawn from 
these two figures. First, the convection toward the droplet due to 

20.0 30.0 

r 
50.0 50.0 

Fig. 5 Convection effect on the temperature distribution of the gas Fig. 7 Gibbs-Thomson effect on the temperature distribution of the gas 
phase phase 
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4.0 

3.5 
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2.5 -
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1.5 

-
b=10 
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V i i i i 1... i. - j — i i 1 i i i i 

1.0 2.0 3.0 

Fig. 8 Gibbs-Thomson effect on the droplet growth Fig. 10 Boundary effect on the droplet growth 

the density difference during condensation is conducive to the 
droplet growth. That is, at the same instant, the droplet with 8 = 
10s possesses the largest radius compared to those with 8 = 103 

and 104. Secondly, the convection effects on the droplet growth 
within the parametric range of 8 = 103~105 are nearly the same. 

The Gibbs-Thomson effect on the temperature distribution and 
the droplet growth are demonstrated in Figs. 7-9. Figure 7 is the 
temperature distribution of the gas phase at t = 1 with A = 10 '\ 
8 = 104, and b = 50 for various values of T, i.e., T = 0,1(T61(T2, 
0.5 X 10"2 and 10"'. Figure 8 is the corresponding R - t curves 
displaying the droplet growth during condensation. From Fig. 8, it 
can be concluded that the droplet growth due to condensation is 
suppressed by the Gibbs-Thomson condition. In other words, it 
means that, with a stronger Gibbs-Thomson effect, i.e., a larger 
value of T, the droplet growth will become slower. Physically, this 
phenomenon can be explained as follows: When a system pos
sesses a stronger Gibbs-Thomson effect, the effective subcooled 
temperature becomes smaller in a relative sense (Eqs. (16) and 
(18)), which is then less conducive to the droplet growth. Figure 9 
is the corresponding V - t curves with V = dRIdt, the droplet 
growth rate. The difference in the droplet growth due to different 
values of T becomes much more obvious in the V - t curves than 

r=0. 
r=lo6 

r=l0"2 

r=0.5*l0'2 

r=i0'1 

0.4 

°-fe 
-I 1 1 I I L. 

1.0 
t 

2.0 3.0 

Fig. 9 Gibbs-Thomson effect on the droplet growth rate 

in the R - t curves. This result indicates that using the droplet 
growth speed as an index might be a better way to demonstrate the 
Gibbs-Thomson effect on the droplet growth due to condensation. 
However, as can be seen in Figs. 7-9, when V is less than 10~2, the 
Gibbs-Thomson effect on the droplet growth becomes very small. 
Unfortunately T is usually less than 10 3 for a water-vapor system 
with Ps (the saturation pressure) between 0.1 atm and 2.0 atm. 
Therefore, in order to facilitate the experimental measurements, 
using a water-vapor system with a higher P, or other liquid-vapor 
systems becomes necessary. 

The boundary effect of the container on the droplet growth is 
illustrated in Fig. 10, with b = 10, 20, 50, 100, and °o. It can be 
seen from this figure that as b > 50 with R £ 2.0, the wall effect 
becomes negligibly small. The droplet grows just like in an infinite 
domain. Physically, it means that if the distance between the 
droplet and any wall of the container is greater than 50 times the 
droplet radius, the shape of the container becomes unimportant to 
the droplet growth. In other words, the container can be any shape 
easy to construct once it is large enough. 

5 Conclusions 
The Gibbs-Thomson effect on the droplet growth due to con

densation is theoretically studied herein. With the aid of multiple-
time-scale analysis, the analytical solutions for the droplet growth 
and the temperature distribution are obtained. The following con
clusions are drawn from the present study. 

1 The subcooled temperature and the convection due to den
sity difference during condensation are conducive to the droplet 
growth. The Gibbs-Thomson effect suppresses the droplet growth 
due to condensation. 

2 The droplet growth rate might be a better index to demon
strated the Gibbs-Thomson effect on the droplet growth due to 
condensation. 

3 The shape of the container becomes unimportant to the 
droplet growth if the distance between the droplet and each wall of 
the container is greater that 50 times the droplet radius. 

Since the Gibbs-Thomson effect on the droplet growth due to 
condensation is very small for a water-vapor system with P, 
between 0.1 atm to 2.0 atm, to find other liquid-vapor systems or 
use a water-vapor system with a higher Ps becomes necessary to 
facilitate the experimental measurements. 
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Forced Convection in 
Microstructures for Electronic 
Equipment Cooling 
This paper reports analytical solutions for both velocity and temperature profiles in 
MicroChannel heat sinks by modeling the MicroChannel heat sink as a fluid-saturated 
porous medium. The analytical solutions are obtained based on the modified Darcy model 
for fluid flow and the two-equation model for heat transfer. To validate the porous medium 
model and the analytical solutions based on that model, the closed-form solution for the 
velocity distribution in the fully-developed channel flow and the numerical solutions for 
the conjugate heat transfer problem, comprising the solid fin and the fluid, are also 
obtained. The analytical solutions based on the porous medium model are shown to 
predict the volume-averaged velocity and temperature distributions quite well. Using the 
analytical solutions, the aspect ratio and the effective thermal conductivity ratio are 
identified as variables of engineering importance and their effects on fluid flow and heat 
transfer are studied. As either one of these variables increases, the fluid temperature is 
shown to approach the solid temperature. Finally, the expression for the total thermal 
resistance, derived from the analytical solutions and the geometry of the microchannel 
heat sink for which the thermal resistance of the heat sink is minimal, is obtained. 

1 Introduction 

The trend in the electronic equipment industry toward denser 
and more powerful products requires a higher level of performance 
from cooling technology. Many ideas for cooling methods have 
been proposed, including a microchannel heat sink. The micro-
channel heat sink was first introduced by Tuckerman and Pease 
(1981, 1982), and is based on the idea that the heat transfer 
coefficient is inversely proportional to the hydraulic diameter of 
the channel. Since its emergence, much research has been con
ducted, as summarized in a critical review of microchannel heat 
sinks by Phillips (1990). However, most of this research is limited 
to conventional methods which use the Navier-Stokes equation for 
fluid flow and fin theory for heat transfer. Since the work of 
Tuckerman and Pease (1981), which was subject to several con
straints such as the fully developed laminar flow, the fixed fin-
channel width ratio, the high aspect ratio, and the constant fin 
efficiency, many researchers have been interested in eliminating 
such constraints and designing better microchannel heat sinks. 
Knight et al. (1991) suggested a design method for microchannel 
heat sinks in which both laminar and turbulent flow regimes were 
considered. Using their method, they reported the total thermal 
resistance of a microchannel could be lowered by 35 percent 
compared to that obtained by Tuckerman and Pease (1981). 

Since the mid 1980s, studies that came out of conventional 
methods started to emerge. Koh and Colony (1986) modeled the 
microstructures as a porous medium using Darcy's law to describe 
the flow. Later Tien and Kuo (1987) proposed a model using the 
modified Darcy equation by Vafai and Tien (1981), which ac
counts for the boundary effect on convection problems. For heat 
transfer, they used the two-equation model which treats the fluid 
and the solid regions separately. They reported the analytical 
solution for the velocity distribution and the numerical solution for 
the temperature distribution. 

In this paper, laminar fully developed flow in a microchannel 
heat sink subjected to a constant heat flux at its bottom is studied. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT 
TRANSFER. Manuscript received by the Heat Transfer Division, Sept. 28, 1998; 
revision received, Mar. 8, 1999. Keywords: Cooling, Heat Transfer, Microstructures, 
Optimization, Porous Media. Associate Technical Editor: M. Kaviany. 

When the microchannel heat sink is modeled as a porous medium, 
analytical solutions for both velocity and temperature profiles 
within it can be obtained. The analytical solutions are based on the 
modified Darcy model for fluid flow and the two-equation model 
for heat transfer. To validate the porous medium model of the 
microchannel heat sink and the analytical solutions based on that 
model, the conjugate heat transfer problem is also solved numer
ically and the numerical results are compared with analytical 
solutions. By using the analytical solutions, variables of engineer
ing importance can be identified and their effects on fluid flow and 
heat transfer studied. Finally, the analytical results made possible 
by the use of the porous medium model are applied to the thermal 
optimization of the microchannel heat sink. The total thermal 
resistance derived from the analytical solutions is minimized in 
order to optimize the thermal performance of the microchannel 
heat sink. The point of this example is to demonstrate the cost and 
speed advantage of the new analytical solutions compared to more 
time-consuming numerical procedures when used in design appli
cations. 

2 Problem Description and Modeling 

The problem under consideration in this paper concerns forced 
convective flow through a microchannel as shown in Fig. 1. The 
direction of fluid flow is parallel to x. The top surface is insulated 
and the bottom surface is uniformly heated. A coolant passes 
through the microchannel and takes heat away from a heat dissi
pating component attached below. In analyzing the problem, the 
flow is assumed to be laminar and both hydrodynamically and 
thermally fully developed. All thermophysical properties are as
sumed to be constant. 

The microchannel is modeled as a fluid-saturated porous struc
ture as proposed by Tien and Kuo (1987). The governing equations 
for the velocity and temperature fields in the microstructure are 
established by applying the volume-averaging technique. The ex
tended Darcy equation, which has been developed for describing 
fluid flow in a porous medium, is used in place of the Darcy 
equation in order to account for the boundary effect. The two-
equation model, which treats the solid and the fluid as separate 
entities, is used in the present analysis because the temperature 
difference between the solid and the fluid in general cannot be 
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Fig. 1 MicroChannel heat sink 

neglected. In this work, the representative elementary volume 
(REV hereafter) for the volume-averaging is a slender cylinder 
aligned parallel to the wall but perpendicular to the flow direction 
as shown in Fig. 1. For the volume-averaging to be valid, the REV 
should be much longer than the width of the fin and the channel 
combined (Kaviany, 1995) and the direction of volume-averaging 
should be independent of the paths of fluid flow and heat transfer. 
In the microchannel heat sink, the chip size is typically much 
greater than the width of the fin and the channel combined. Also, 
fluid flows in the x direction, and heat is mainly transferred in the 
x and y directions. Hence the volume-averaged equations can be 
applied to microstructures without any problem. 

3 Mathematical Formulation and Solutions 
To analyze fluid flow and heat transfer through the microchan

nel heat sink the extended Darcy equation and volume-averaged 
energy equations for solid and fluid phases should be solved. For 
the present problem, the extended Darcy equation and boundary 
conditions are (Vafai and Tien, 1981) 

dx dy 

(u)f=Q at y = 0, H 

(1) 

(2) 

where { )f denotes a volume-averaged value over the fluid region 
and p, fxf, u, e, K, and H are pressure, viscosity, velocity, 
porosity, permeability, and channel height, respectively. 

The volume-averaged energy equations for the solid and fluid 
phases and boundary conditions are (Tien and Kuo, 1987) 

d2(T)s 

dy2 h,a((T)s - (T)f) 

ep/Cfiu). 
d(T)f 

dx 
= h,a((T)s - (T)f) + kj 

d2(T)f 

dy2 

(T), = (T),= TV at y = 0 

0 at y = H 
d(T)s = d(T)f 

dy dy 

(3) 

(4) 

(5) 

(6) 

where { )., means a volume-averaged value over the solid region 
and kse, T, h„ a, pf, cf, and kJe are effective thermal conductivity 
of the solid, temperature, interstitial heat transfer coefficient, wet
ted area per volume, density, heat capacity and effective thermal 
conductivity of fluid, respectively. The interstitial heat transfer 
coefficient h, is the proportionality constant between the interfacial 
heat flux and the solid-fluid temperature difference within the 
REV. 

For the microchannel heat sink, the porosity, the permeability, 
and the effective conductivities can be represented as 

wr ew 
€ = - , K = 

w 12 
( l - e ) f t „ kfe=ekf, (7) 

where wc, k„ and kf are channel width, thermal conductivity of 
solid and thermal conductivity of fluid, respectively. 

Equations (1), (3), and (4) can be nondimensionalized by using 
the following variables: 

U = 
{u){ 

Da 
K 

IP' 
Y = 

(T)s 

q«n 

H' 

(1 - e)k, 

K 

€jXfUm 

(T), - Tw 

q»H 

d(p)f 

dx 

(8) 

(1 " e)ks 

Nomenclature 

a = wetted area per volume 
AcM = cross-sectional area of the fin 

Afs = interfacial area between the fin 
and the fluid 

C = effective thermal conductivity 
ratio, ekf/(l — e)ks 

c} = heat capacity of fluid 
D = equivalent Biot number, h,aH2l 

(1 - 6)*, 
Da - Darcy number, KIH2 

h = heat transfer coefficient based on 
the bulk-mean temperature 

h, = interstitial heat transfer coefficient 
based on the local temperature 

H = channel height 
kf = thermal conductivity of fluid 

kfe = effective thermal conductivity of . 
fluid 

ks = thermal conductivity of solid 
k„ = effective thermal conductivity of 

solid 
K = permeability 

L = length of heat sink 
Nu„ = local Nusselt number for the fully 

developed flow in the microchan
nel, h,Dh/kf 

p = pressure 
P = dimensionless pressure, (K/ 

ep>fUm)(d{p)f/dx) 
PM - perimeter of the fin 
q„ = heat flux over the bottom surface 
T = temperature 

Tb = bulk mean temperature of fluid 
u = velocity 

um = mean velocity in the fluid region 
U = dimensionless velocity, (u)f/um 

V = volume flow rate 
wc = channel width 
W = width of heat sink 
Y = dimensionless vertical coordinate, 

y/H 
as = aspect ratio of the microchannel, 

Hlwc 

Ap = 

e 
Pf 
ef 

"total 

( >/ = 

( > ,= 

pressure difference between up
stream and downstream 
porosity 
density of fluid 
dimensionless temperature of 
fluid, ((T)f - Tw)/(q„,W(l ~ 
e)k.) 
thermal resistance for conduction 
and convection through and 
around the fin 
thermal resistance for the flow of 
a coolant 
dimensionless temperature of 
solid, « 7 ) , - Tw)l{q„HI(l -
e)k.) 
total thermal resistance 
viscosity of fluid 
volume-averaged value over the 
fluid region 
volume-averaged value over the 
solid region 
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where u,„ and qw are the mean velocity in the fluid region and the 
heat flux over the bottom surface, respectively. 

For the fully developed flow subject to a constant heat flux, 

d(T)f = 3<7), = dTw 

dx dx dx 

and from the energy balance, 

= constant 

qw = ep{cfuji 
d(T)f 

dx 

(9) 

(10) 

Then nondimensionalized equations and boundary conditions are 
expressed as follows: 

U • 
Dad2U 

TIY2 

d2Bs _ h,aH2 

~d¥~ (1 - e)k~ 

h,aH2 

(e.-ef. 

h,aH2 ekf d2B{ 
U ~ (1 - e)k, ( 0 ' ~ 6f) + (1 - e)k, ~dYJ 

U = 0S = Qf = 0 at Y = 0 

d0s ddf 
U = 1Y = 1¥=° at Y=L 

(11) 

(12) 

(13) 

(14) 

(15) 

When Eq. (11) is solved with B.C.'s (14), (15), the velocity 
distribution is obtained as follows: 

U = A cosh 
Da 

Y) + B sinh P (16) 

where 

1 — cosh 
A = P, B = P 

Voa 

sinh ' VDa 

Since 

UdY= 1, 

sinh 

CB, = P C.Y + C, i - c o s h | ^ y 

1 — cosh 

sinh 

's Vf = P 
1 

D(l + C) 
+ C-, cosh 

sinh | , /— Y 

'D(l + C) 

(20) 

, D(l + C) 
+ Cd sinh | -J ^ y | + C5\ cosh 

C 

1 - cosh 

sinh 

sinh i — Y 
I Da (21) 

where 

D, = D{\ + C) - C 
Da 

TV, = D ( 1 + C) A/=|- j 1 - c o s h ' , £ 

VDa ' 

e /£)(] + C) 
sinh 

'D(l + C) 

c, = i 

Da / / e 

6 v^lAfe1-1 

sinh 
Da 

Da 
e 

Da 
2 -i I— ^ cosh sinh 

(17) 

C,= 

c4 = 

Da 
D(l + C)D, 

N, + N, 

Now energy Eqs. (12) and (13) with B.C.'s (14), (15) can be 
solved by the following method: 
(12)-(13); 

D(l + C) / p ( l + C)\ / e 
D(l + C) , / ^ — c o s h J — c — ) «"h V m j D ' 

1 
C ^ , 

d2 ( ekf 

-X (12) + (13); 

= u. (18) 

Finally, Eqs. (20) and (21) can be solved algebraically. Hence, 
analytical solutions for the dimensionless temperature profiles for 
fluid and solid phases are obtained as follows: 

9^TT~c 
i , / p d + c) 

-^Y2+C[Y+C6-C3 cosh ( J Y 

ekf 

(1 - e)ksdY 
i(Bs~ Bf) 

h,aH2 

(1 - e)k, 

ekf 

(1 - 6)*, 
(0, - Bf) = U. (19) 

D{\ +C) \ e 
- C4 sinh \^—^~~ Y) + C 7 | cosh ^ - F 

1 — cosh 

By letting C = 6^/(1 - e)&, and D = h,aH2l{\ - e)k„ Eqs. 
(18) and (19) with B.C.'s (14), (15) result in sinh 

Da/ l i e 
sinh [ J - y (22) 

Journal of Heat Transfer AUGUST 1999, Vol. 121 / 641 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Da 
6 

cosh 

cosh 

X sinh 

sinh 

1 , 
= Y2+C{Y+C2 

C6f (23) 

where 

C6 = 
Da 
6 

1 

D(l + C) 
and C-i = 

Da 1 

4 Discussion on Velocity and Temperature Distribu
tions 

To validate the porous medium model of the microchannel heat 
sink and the analytical solutions based on that model, Eqs. (16), 
(22), and (23) are compared with the corresponding velocity and 
temperature distributions for the conjugate heat transfer problem 
comprising both the solid fin and the fluid. The formulation and the 
numerical method for the conjugate heat transfer problem are very 
similar to those in Sparrow et al. (1978), and are not repeated here 
for brevity. Only the conventional energy equation is solved nu
merically, because a closed-form solution exists for the fully 
developed channel flow in the form of (Shah and London, 1978) 

'rnrH 
cosh | ( 7 - 0.5) 

u = 
cosh 

rnrH 
2wc 

s - • 
2wc (rnrH 

1 ^ tanh 

. (24) 

rnrH 2wc 

Note that the velocity distribution given in Eq. (24) is the result of 
volume-averaging in the z-direction so that it may be compared 
with Eq. (16), which is the solution of the extended Darcy equa
tion. In Fig. 2(a), Eq. (24) is compared with the analytical solution 
of the present study (Eq. (16)), together with the analytical solution 
of Tien and Kuo (1987). In Fig. 2(a), Eq. (16) is shown to predict 
the velocity profile of Eq. (24) within one percent. For the REV, 
the unidirectional flow in the ^-direction can be modeled as the 
flow between two parallel plates. Hence, the permeability based on 
the Hagen-Poiseuille flow between two parallel plates is used in 
the present analysis while Tien and Kuo (1987) used the hydraulic 
diameter of the channel instead of the channel width in Eq. (7) for 
the permeability. About seven percent deviation of their analytical 
solution for the velocity distribution from the exact solution seems 
to be attributable to their choice of the geometric length scale in 
the permeability. 

Similarly in Fig. 2(b), Eqs. (22) and (23) are compared with the 
corresponding volume-averaged temperature distributions from 
the numerical solutions. As mentioned before, numerical solutions 
for the fully developed temperature distribution are obtained by 
using the finite difference method for the conjugate heat transfer 
problem composed of the fins and the microchannel between them. 
In Fig. 2(b), Eqs. (22) and (23) from the porous medium model are 
shown to be accurate in comparison with these numerical solutions 
to within 4.0 percent. The error in the temperature distribution is 
due to the volume-averaging in the porous medium model, which 
deals with thermal conduction in the y-direction only. This point of 
view can be manifested by comparing the analytical solution with 
the one-dimensional numerical solution, which neglects the heat 
conduction in the z-direction as in Sparrow et al. (1978). As shown 
in Fig. 2(b), Eqs. (22) and (23) match with the one-dimensional 

numerical solution better than with the two-dimensional numerical 
solution. It goes without saying that these analytical solutions from 
the porous medium model are helpful to identifying and studying 
the effects of variables of engineering importance. So the exten
sion to more practical research, such as optimization of the micro-
channel, is possible without tedious numerical computations, 
which will be illustrated in Section 5. 

In Eq. (16), the normalized velocity U is a function of e/Da only. 
Since e/Da = \2<x], where as is the aspect ratio of the micro-
channel, U is a function of the aspect ratio only. Similarly Eqs. 
(22) and (23) show that dimensionless temperatures, 8f and 0„ are 
functions of e/Da, C and D. Note that D depends on the aspect 
ratio as and the effective thermal conductivity ratio C, since 

D = 
H2 

(1 - e)k. 
h,a = C Nu„a,(as + 1). (25) 

In addition, a functional relationship of Nu„ in terms of as can be 
deduced from the values of h,a which are obtained from numerical 
solutions for various aspect ratios. Data fitting of Nu„ with respect 
to the aspect ratio, as shown in Fig. 3, yields 

Nu„ 2.253 + 8.164 
a, + 1 

(26) 

where NuM is the local Nusselt number for the fully developed flow 
in the microchannel. This data fitting is accurate to within 4.3 
percent. Hence, 6f and 8S are functions of the aspect ratio a, and 
the effective thermal conductivity ratio C. 

Figure 4(a) shows the effect of a, on the dimensionless velocity 
distribution while Figs. 4(b) and (c) show the relationships be
tween the dimensionless temperature distributions and the param
eters of engineering importance, as and C. The solid temperature 
decreases from its maximum value at the bottom wall as Y in
creases. On the other hand the fluid temperature decreases from its 

Analvtical (present studv) 
Analvtical (Tien and Kuo) 
Exact 

0.4 
Y 

Fig. 2(a) 

1.0 

6(: Analvtical 
8S: Analvtical 
9,: 1D Numerical 
88:1D Numerical 

2D Numerical 
0 : 2D Numerical 

Fig. 2 Comparisons with numerical solutions (a , = 6); (a) velocity, (b) 
temperature (C = 0.005) 
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Eq.(26) 

— i — 
0.2 

— I — 
0.4 0.6 

.1.6 

— I — 
0.8 

(as/(as+1)V 

Fig. 3 Fitting of the local Nusselt number 

maximum at the bottom wall to a minimum. It then increases until 
it becomes the top wall temperature, which is due to the small 
velocity near the wall. The solid temperature distribution is almost 
insensitive to the geometry of the fin/channel and the thermal 
conductivity ratio while the fluid temperature distribution strongly 
depends on a, and C. Figures 4(a) and (b) show that the velocity 
distribution flattens and the temperature difference between 6f and 
0., decreases as as increases. As a, increases, the velocity distri
bution deviates little from its mean value because the region 
insensitive to the boundary effect increases. And as a, increases 
while C and the channel height H are fixed, the channel width wc 

decreases. The channel height (a length scale used for nondimen-
sionalization) is arbitrarily fixed to help to better explain the effect 
of as on the temperature distributions. The increase in <xs results in 
the increase in the interstitial heat transfer coefficient as well as the 
decrease in the heat transfer rate dissipated into the channel. Both 
of these are responsible for the decrease in the temperature differ
ence between the phases. 

Now the effect of the effective thermal conductivity ratio C on 
the temperature distributions is shown in Fig. 4(c). It is clear from 
the definition of C that C increases with the porosity, e, and the 
thermal conductivity ratio between the fluid and solid phases, 
kflks. As e increases while as, kf/ks, and H are held constant, the 
fin base area decreases. This results in the decrease in the heat 
transfer rate between the fin and the fluid, which makes the 
temperature difference between Qf and 8S decreases because the 
heat transfer coefficient does not depend on e. Similarly, as kflks 

increases while a „ e, and H are held constant, the difference in 
temperature gradients between the solid and fluid phases de
creases, which in turn results in the decrease in the temperature 
difference between the phases. Overall the fluid temperature ap
proaches the solid temperature as any one of a, and C increases, 
in which the local thermal equilibrium may be assumed and the 
one-equation model would be appropriate. 

5 Optimization of the MicroChannel Heat Sink 

In this section it is illustrated that the analytical results made 
possible by the porous medium model obtained in the previous 
section can be applied to thermal optimization of the microchannel 
heat sink. To optimize the thermal performance of the microchan
nel heat sink the minimization of the total thermal resistance is 
sought. The thermal resistance is the temperature difference be
tween two points of concern per unit heat flux. So, minimizing the 
thermal resistance for a constant heat flux means minimizing the 
temperature difference between the heat sink base temperature at 
the exit and the coolant temperature at the inlet. The latter is a fixed 
value because a coolant at a normal temperature is continuously 
provided during operation. Therefore, the minimization of the total 
thermal resistance can be realized by minimizing the heat sink base 

temperature at the exit. The total thermal resistance is the sum of 
the thermal resistance for the flow of the coolant and that for 
conduction through and convection between the fins. 

+ (27) 

The thermal resistance for the flow of the coolant is responsible for 
the temperature rise of the coolant from the inlet to the exit. From 
the energy balance this resistance can be expressed as 

1 12 vf LP 

pfCfV cfwcaskpWe ' 
(28) 

From the definition of the bulk mean temperature the thermal 
resistance for conduction through and convection between the fins 
can be represented by 

Fig. 4(a) 

Fig. 4(/>) 

e, 
- - e 

9, 
8, 
0, 

e. 

C=0.005 
: C=0.005 
C=0.05 

: C=0.05 

C=0.5 
: C=0.5 

I 

Fig. 4(c) 

Fig. 4 Effects of various parameters; (a) effect of a, on velocity profiles, 
(b) effect of a, on temperature profiles, (c) effect of C on temperature 
profiles 
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fan Table 2 Comparison with previous papers 

hAf, qwLW (1 - e)ksLW 

wcas UdfdY 

' o 
(1 - e)ksLW 

(29) 

where Tb, h, Afs, V, Ap, L, and W are bulk-mean temperature of 
fluid, heat transfer coefficient between the fin and the fluid based 
on the bulk-mean temperature of the fluid, interfacial area between 
the fin and the fluid, volume flow rate, pressure difference between 
upstream and downstream, length and width of the heat sink, 
respectively. To validate the expressions (28) and (29), the exper
imental results for the total thermal resistance except the effect of 
the substrate thickness (Tuckerman and Pease, 1981) are compared 
with those calculated from Eqs. (28) and (29) in Table 1. Note that 
their experimental results include the effects of the entrance region 
and the substrate conduction. Table 1 shows the predicted values 
are in good agreement with the experimental ones within 7.6 
percent even considering these effects. Hence, it is valid to opti
mize the thermal performance of the microchannel with Eqs. (28) 
and (29) based on the porous medium model. 

In minimizing the total thermal resistance, conductivities of the 
fluid and the solid and the size of the chip which is to be cooled are 
assumed to be fixed. Also, the maximum pressure difference 
across the microchannel heat sink and the maximum pumping 
power are practically chosen, as shown in Table 2. With these 
assumptions, Eqs. (28) and (29) show that the total thermal resis
tance is now a function of a,, e, and wc. For large as, the heat 
transfer coefficient is directly related to the Nusselt number, which 
does not change significantly with a., as pointed out by Tuckerman 
and Pease (1981), and the fluid flow becomes a Darcian flow, i.e., 
U <** 1 and P ~ 1. It can be inferred from Eqs. (28) and (29) that, 
for large as, 0M mainly depends on the interfacial area between the 
fin and the fluid; Afs = LWe(l + 2as) and 0flow is mainly affected 
by the cross-sectional area of the channel, Wewcas. Consequently, 
the total thermal resistance tends to decrease as the aspect ratio as 

increases. Therefore, there is no optimum value for at,, as pointed 
out by Tuckerman and Pease (1981). In reality, the aspect ratio is 
usually limited by the manufacturing capability and the cost for 
machining the microchannel. 

In this paper the results of Tuckerman and Pease (1981) and 
Knight et al. (1991) for optimum geometry of the microchannel 
heat sink are compared with those of the present study. Tuckerman 
and Pease (1981) and Knight et al. (1991) used the friction factor 
of the channel for the pressure drop and the fin theory, assuming 
one-dimensional conduction along the fin height for heat transfer. 

Case I: Tuckerman and Pease. Tuckerman and Pease 
(1981) simplified the optimization problem by using various con
straints; they assumed e = 0.5 and the fixed Nusselt number of 6 
and they approximated the hydraulic diameter of the channel as 
2wc by using the high aspect ratio assumption. They also used the 
fin efficiency of 0.76 to restrict the aspect ratio to within a practical 
limit. When the tip is insulated, the fin efficiency, -n, is 

Table 1 Comparison with experimental results of Tuckerman and Pease 
(1981) 

we (tfm) 

56 

55 

50 

w (im) 

100 

100 

100 

H (urn) 

320 

287 

302 

Thermal 

prediction 

f C / W ) 

0.097 

0.101 

0.079 

resistance 

exper iment 

CC/W) 

0.105 

0.105 

0.083 

Relative error 

(%) 

7.6 

3.8 

4.8 

Case I 

Tuckerman and 

Pease 
Present study 

Case II 

Knight et al. Present study 

Constraints 
Size, Length(L) by 

Width(W) 

Maximum pressure drop 

Maximum pumping power 

Fin efficiency 

Coolant 

Fin material 

kflks 

High aspect ratio 

assumption 

Nusselt number 

1 cm x 1 cm 

206.8 kPa 

2.27 W 

0.76 

Water 

Silicon 

0.004069 

Yes 

6 

same 

same 

2.27 W 

N/A 

same 

same 

same 

Yes 

same 

( a , limitation) 

same 

same 

2.56 W 

0.76 

same 

same 

same 

No 

unrestricted 

same 

same 

2.56 W 

N/A 

same 

same 

same 

No 

unrestricted 

Calculated Results 

Number of channels 

Channel height, H, }tm 

Fin thickness, /m\ 

Channel width, wc, fm 

Porosity, e 

Reynolds number 

Volumetric flow rate, cm'/s 

Aspect ratio, as 

«/„, r/w 
e,i„ ' c /w 

0Ma„ "C/W 

88 

365 

57 

57 

0,5 

730 

11 

6.4 

0.022 

0.064 

0.086 

85 

378 

59 

59 

0.5 

733 

11.3 

6.4 

0.022 

0.053 

0.075 

83 

357 

60 

61 

0.504 

834 

12.4 

5.8 

0.019 

0.058 

0.077 

82 

360 

61 

61 

0.5 

826 

12.6 

5.9 

0.020 

0.050 

0.070 

tanh N 

where 

N2 hPfm 

Mcf in 

2h 

1 - 6 

(30) 

(31) 

wc 

and PM and A cM are the perimeter of the fin and the cross-sectional 
area of the fin, respectively. As an approximation, they assumed 
that the length of the fin, L, is much longer than the thickness of 
the fin, ((1 - e)/e)wc. Tuckerman and Pease practically chose 
N = 1, which results in 17 = 0.76. From Eq. (31), this is equivalent 
to the following condition: 

a, = 0.408 (32) 

With kf/k, as given in Table 1, this results in as = 6.4. Therefore, 
the optimization problem in the case of Tuckerman and Pease is to 
determine the optimum value of wc for which the total thermal 
resistance is minimal. 

In our case we obtain optimum values of parameters by mini
mizing the total thermal resistance under the conditions and the 
constraints of Tuckerman and Pease. Under the constraints of 
Tuckerman and Pease, 0Mal is the function of wc only. Hence, the 
minimum of 6ml can be found using ddlmt/dwc = 0 and the 
optimum value of the channel width is 

(33) 

Case II: Knight et al. Recently, Knight et al. (1991) ex
tended the work of Tuckerman and Pease (1981) in thermal opti
mization of the microchannel heat sink. They excluded most 
constraints of Tuckerman and Pease (1981), such as e = 0.5, the 

Wc,0pt 

36ksvfL
2P 

f 1 
a2cfAp UdfdY 

[ K J 
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fixed Nusselt number of 6 and the high aspect ratio in the calcu
lation of the hydraulic diameter, while they also restricted the 
aspect ratio by assuming the fixed fin efficiency of 0.76. In this 
case, Eq. (31) expresses the relationship between a, and e as (Eq. 
(47) in Knight et al. (1991)) 

-1.047 +9.326 ( a t + 1 ) 2 J a 1 ( a , + 1) 

Equation (34) can be solved numerically and the optimization in 
their case is progressed with respect to e and wc. 

In our case we obtain optimum values of parameters by mini
mizing 0,0,01 with the limitation on the aspect ratio imposed by Eq. 
(34). In this case, 6BU1 is a complex function of e and wc. Therefore 
a search method should be used to find optimum values of e and wc 

which result in a minimum total thermal resistance and the proce
dure is as follows (Stoecker, 1989): 

1 Start at one point in the region of interest, i.e., 0.1 £ e s 0.9 
and 1 t̂m < wc ^ 1000 (im, and solve Eq. (34) if e changes. 

2 Check eight points in a grid surrounding the central point. 
The surrounding point having the smallest total thermal resistance 
is chosen as the central point for the next search. 

3 If no surrounding point provides a smaller total thermal 
resistance than the central point, the central point is the optimum 
point. 

4 A common practice is first to use a coarse grid and after the 
optimum point has been found for that grid subdivide the grid into 
smaller elements for a further search. 

The results of Cases I and II are summarized in Table 2. 
As shown in Table 2, optimum values of parameters in the paper 

of Tuckerman and Pease (1981) and Knight et al. (1991) are in 
agreement with those from the porous medium model to within 3.3 
percent and to within 1.6 percent, respectively. This example 
demonstrates the advantages of the porous medium model and the 
new analytical solutions based on it in determining the optimum 
geometry of the microchannel heat sink. The cost and speed 
advantage of the analytical solutions compared to more time 
consuming numerical procedures in design applications cannot be 
overemphasized. 

Also, the resultant thermal resistances for the flow of the coolant 
agree with those from the porous medium model very well. How
ever, the resultant thermal resistances for conduction through and 
convection between the fins are different by 17.2 percent and 13.8 
percent, respectively. This can be explained as follows: 

First, in the case of Tuckerman and Pease, they used the high 
aspect ratio in the calculation of the hydraulic diameter of the 
channel. Under the high aspect ratio assumption, the heat transfer 
at the bottom of the channel is neglected and this can cause 
noticeable error in the thermal resistance calculation for high e. 
Also they used the fixed Nusselt number of 6 which is in good 
agreement with that resulted from a boundary condition of con
stant heat flux around the channel, while in the present problem, 
the heat flux varies along the fin height. 

Second, in the case of Knight et al., they used the Nusselt 
number which results from a boundary condition of constant heat 
flux around the channel. As mentioned before, this approximate 
Nusselt number can produce noticeable error in this problem. 
Additionally, in the paper of Knight et al. (1991), they pointed out 
that the relaxation of the constraint on e results in a reduction of 
the total thermal resistance from that of Tuckerman and Pease 
(1981). However, as shown in Table 2, the optimum values of e 
remained almost constant at 0.5. We think the assumption of the 
high aspect ratio and the fixed Nusselt number of 6 result in the 

difference between the results of Tuckerman and Pease (1981) and 
that of Knight et al. (1991). 

Overall, the porous medium model can be successfully and 
effectively applied to the thermal optimization and the prediction 
of the thermal resistance of the microchannel heat sink. 

6 Conclusion 
In this paper, analytical solutions for velocity and temperature 

distributions through microchannel heat sinks are presented by 
modeling the microchannel heat sink as a fluid-saturated porous 
medium. The analytical solutions are obtained based on the mod
ified Darcy model for fluid flow and the two-equation model for 
heat transfer. To validate the porous medium model and the 
analytical solutions based on that model, the closed-form solution 
for the velocity distribution in the fully developed channel flow 
and the numerical solutions for the conjugate heat transfer problem 
comprising the solid fin and the fluid are also obtained. The 
analytical solutions are shown to predict the volume-averaged 
velocity and temperature distributions in the microchannel heat 
sink quite well. Using the analytical solutions, variables of engi
neering importance are identified as o, and C and the fluid tem
perature approaches the solid temperature as either one of a, and 
C increases, in which case the local thermal equilibrium may be 
assumed and the one-equation model would be appropriate. Fi
nally, the expression for the total thermal resistance is derived 
from the analytical solutions, which is found to be the function of 
as, e, and we. The geometries of the microchannel heat sink for 
which the thermal resistance of the heat sink is minimal are 
obtained under the constraints of Tuckerman and Pease (1981) and 
Knight et al. (1991), respectively. Comparisons with the results of 
Tuckerman and Pease (1981) and Knight et al. (1991) show that 
the porous medium model can be successfully used for the thermal 
optimization and the prediction of the thermal resistance of the 
microchannel heat sink. 
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Variations of Buoyancy-Induced 
Mass Flux From Single-Phase 
to Two-Phase Flow in a Vertical 
Porous Tube With Constant 
Heat Flux 
This paper presents an experimental study of a buoyancy-induced flow of water with 
phase-change heat transfer in a vertical porous tube heated at a constant heat flux. 
Experiments were carried out from subcooled liquid flow to connective boiling by varying 
the imposed heat fluxes. At a prescribed heat flux the steady-state mass flux of water, as 
well as the temperatures along the tube wall and along the centerline of the packed tube, 
were measured. It is shown that for both single-phase flow and the two-phase flow with 
a rather low vapor fraction, the induced mass flux increased as the heat flux was 
increased. However, as the imposed heat flux was increased further, the induced mass flux 
dropped drastically, and remained relatively constant afterwards. The influences of 
various parameters such as the porous tube diameter, the particle sizes, and the hydro
static head on the induced mass flux are also examined. 

Introduction 

Buoyancy-induced convective fluid flow with and without 
phase-change heat transfer in a porous medium is frequently 
encountered in numerous important technological applications 
(Cheng, 1978; Wang and Cheng, 1997). Examples include thermal 
energy storage, nuclear waste isolation, geothermal systems, po
rous medium heat pipes, food drying, porous insulation moisture 
transport, and post-accident analysis of liquid-cooled nuclear re
actors, electronic cooling, etc. In this paper, we shall consider 
single-phase and two-phase convection in a vertical packed tube as 
depicted in Fig. 1, where subcooled water enters from the bottom 
and flows against gravity through a porous medium tube heated at 
a uniform heat flux. If the imposed heat flux is low such that the 
flow is single phase, the motion of water inside the packed tube is 
solely driven by the buoyancy force when the hydrostatic head 
A/i = 0. An order-of-magnitude estimate gives the following 
expression for the variation of the mass flux raising through the 
packed tube with the applied heat load: 

pu 
Kpj3gAr 

(1) 

which can be readily obtained based on Darcy's equation under the 
Boussinesq approximation (Cheng, 1978). In Eq. (1), K is perme
ability and AT = Toul - Tin with rout and Tm denoting the fluid 
temperatures at the top and the bottom of the packed tube, respec
tively, while the other symbols are explained in the Nomenclature. 
It is clear from Eq. (1) that the buoyancy-induced mass flux is 
proportional to the applied heat load, a higher heat flux leading to 
a higher induced mass flux. At a sufficiently high heat load, a 
liquid-vapor two-phase zone will form adjacent to the walls, with 
the subcooled liquid zone existing elsewhere. It is of interest to 
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know how the mass flux varies with the applied heat load as the 
fluid changes from single phase to two phase. One might speculate 
that the induced mass flux for the two-phase flow in the packed 
channel would be higher as compared with single-phase flow of 
subcooled liquid because the liquid/vapor meniscus inside the 
two-phase region may create a wicking effect to pump the sub
cooled liquid from the liquid pool into the packed structure, in 
addition to the buoyancy effect. However, such a speculation has 
never been verified experimentally. Since this problem involves a 
number of complex and interacting physical phenomena such as 
phase change, capillary action, and the presence of a moving and 
irregular interface between the single and two-phase regions, both 
analytical and numerical treatments are rather complicated. 

There are several papers in the literature which may be relevant 
to the present work. Guo and Wu (1993) investigated natural 
convection in vertical empty parallel plates with variable proper
ties taken into account and found that the mass flow rate of the 
buoyancy-induced flow in the channel exhibits a nonmontonic 
change as the applied heat becomes sufficiently high; i.e., the mass 
flow rate goes up first, reaches a peak value and drops drastically 
afterwards. They attributed this sharp fall in the mass flow rate to 
the higher viscous drag at higher temperatures. Most recently, Xia 
and Guo (1996) experimentally investigated natural convective 
boiling in vertical rectangular narrow channels. They found that 
the buoyancy-induced mass flow rate in the boiling channel un
derwent a drastic fall at a rather high heat flux. They suggested that 
the reason for this sharp fall was due to the boiling crisis. 

In this paper we shall present a peculiar vapor-choking phenom
enon associated with the behavior of the induced mass flux as a 
function of the prescribed heat flux for the physical problem 
depicted in Fig. 1. For both single-phase flow and the two-phase 
flow with a rather low vapor fraction, the induced mass flux 
increases as the prescribed heat flux is increased. However, as the 
heat flux is increased, the induced mass flux drops drastically and 
then remains relatively constant afterwards. We shall then focus 
ourselves on discussing the underlying mechanisms leading to 
such a choking phenomenon. Finally, the influences of various 
parameters such as particle sizes, the porous tube diameters, and a 
superimposed aiding flow (with AA + 0) on the induced mass flux 
are also experimentally examined. 
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Fig. 1 Schematic of the experimental apparatus 

Experimental Apparatus and Procedure 

Test Section. The experimental investigation was carried out 
in the apparatus shown in Fig. 1, which consisted of two major 
assemblies: a vertically oriented test section and a water supply 
assembly. The circular test section was made of a copper tube with 
length L = 215 mm, inside diameter D, — 13.5 mm (or D, = 
20.0 mm), and outside diameter D0 = 15.0 mm (or D„ = 22.0 
mm). The tube was packed with glass beads, essentially spherical 
in shape with an average particle diameter of dp = 1.09 mm (or 
dp = 0.50 mm). The test section was heated uniformly outside by 
a wrapped-around insulated steel wire (0.6 mm in diameter). This 
steel wire was connected to an adjustable voltage controller. A 
mixing chamber made of steel screens was installed on the bottom 
of the test section to promote a more uniform velocity profile 
entering the test section while a short tube of 8 mm in diameter 
was connected to the top of the test section to lead the working 
fluid to a reservoir. The test section was well insulated outside with 
fiber glass wool. The locations of various thermocouples are 
shown in Fig. 2. Eight T-type thermocouples of 0.2 mm in diam
eter were embedded along the tube wall to measure wall temper
atures while another eight T-type thermocouples of 0.8 mm in 
diameter were inserted in the glass beads for measuring tempera
ture distributions in the porous structure. A data acquisition sys
tem, consisting of a personal computer, an A/D converter board 
(MetraByte DAS-20), and two universal analog input multiplexers 
(MetraByte EXP-20), was employed to record temperature mea
surements. 

Water Supply Assembly. As shown in Fig. 1, the liquid 
supply assembly was placed adjacent to the test section. The 
deionized water draining from the water tank was bifurcated into 
two streams in the water-level controller: One stream was directed 

toward the test section while the remainder was directed toward 
the overflow container. As such, the water level in the water-level 
controller could be kept constant during the experiments. The 
hydrostatic head Ah (the distance between the top of the packed 
tube and the water level) was controlled by adjusting the elevation 
of the platform lifter, on which the water-level controller was 
placed. Both the water tank and the overflow container were placed 
on a digital scale such that the mass flow rate passing through the 
test section could be measured by reading the mass change per unit 
time. 

In order to degas the air from the packed tube, the water level of 
the water-level controller was adjusted above the top of the packed 
tube and a moderate heat flux was applied for two hours prior to 
each experiment. Then, the water level was adjusted to the re
quired elevation. For each test case, it took about one to two hours 
for the system to be stabilized. The experimental data were col
lected under steady-state conditions. 

Experimental Uncertainties. The three physical parameters 
measured during the experiments were: the imposed heat flux, the 
temperatures along the tube wall and along the centerline of the 
packed column (see Fig. 2), as well as the mass flux of water. The 
thermocouples were calibrated to ensure the accuracy within 
±0.2°C. It was estimated that the uncertainty of the mass flux was 
±0.4 percent while the uncertainty of the imposed heat flux was 
±8 percent, which was primarily caused by the heat loss. 

An Approximate Analysis 
For the purpose of enhancing the interpretation of the experi

mental data presented in the next section, we now present a 
one-dimensional approximate analysis. Consider a vertically ori
ented porous media tube heated at a constant heat flux, as de-

Nomenclature 

D, = inside diameter of the porous tube 
dn = diameter of the porous medium 
g = gravitational acceleration 

J(s) = Levertt's function 
k, = relative permeability 
K — absolute permeability 
L = height of the porous tube 

m" = induced mass flux 
p = pressure 

q„ = imposed heat flux 
^ = liquid saturation 
T = temperature 

u = superficial or Darcian velocity vec
tor 

x = coordinate in vertical direction 

Greek Symbols 

)3 = thermal expansion coefficient 
A/z = hydrostatic head 

e = porosity 
A = relative mobility 
JU. = viscosity 
v = kinetic viscosity 
p = density 

a = surface tension 

Subscripts 

c = capillary 
h 
i 

in 
/ 
o 

sat 

= heating 
= inside 
= inlet 
= liquid phase 
= outside 
= saturated state 
= vapor phase 
= wall 
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Thermocouple locations 

Fig. 2 Arrangement and the locations of thermocouples 

scribed above and illustrated in Fig. 1. The porous tube is initially 
saturated with a subcooled liquid. As heat is added to the tube wall, 
the liquid rises up in the packed column from the adjacent liquid 
pool due to the buoyancy force, and the superimposed pressure 
gradient, if Aft ¥= 0. When the heat flux exceeds a certain value, 
boiling occurs in the vicinity of the tube wall near the exit and 
extends to the neighboring region. As a consequence, a two-phase 
region consisting simultaneously of liquid and vapor is formed 
adjacent to the tube wall. Under this situation, the liquid/vapor 
meniscus inside the two-phase region can create a wicking effect 
to pump the subcooled liquid into the packed tube, in addition to 
the buoyancy effect, and the superimposed pressure gradient, if 
any. Under a steady-state condition, the momentum equation for a 
buoyancy-driven two-phase flow in a porous medium is (Wang 
and Cheng, 1997) 

Pll 
K 

[Vp, + A.MVp, - A,(s)p,g]. (2) 

The mixture variables in Eq. (2) are defined as 

Density: 

p = p,s + 

Velocity: 

pu = p,i 

v{s) = n(s)/p = 

Relative mobility: 

V (s) - k"IV' • 

Vl Vv 

pXl-s), 

'/ + P„u„, 

p,s + p„(l - s) 

\ (<) kjv" 
" ( ) K, krv' 

Vl Vv 

(3) 

(4) 

(5) 

(6) 

where s represents the liquid saturation, the subscripts "/" and ' V 
denote the quantities for liquid and vapor, respectively, while all 
the other symbols used are explained in the Nomenclature. The 
empirical expressions for relative permeabilities k,, and k„ can be 
found elsewhere (Kaviany, 1991). Equation (2) suggests that for a 
two-phase flow there are three force components which may 

influence the mass flux. These force components include the su
perimposed pressure gradient, the capillary pressure gradient, and 
the gravity force, as represented, respectively, by the first term, the 
second term, and the last term in Eq. (2). The capillary pressure pc 

represents the difference between the pressures of the liquid and 
vapor phases due to interfacial tension, which can be evaluated by 

Pv~ Pl = crJ(s), (7) 

with J(s) being the Levertt function (Leverett, 1941) and <x the 
vapor-liquid interfacial tension. Various forms of the /-function 
can be found elsewhere (Kaviany, 1991). With reference to Fig. 1, 
the hydrostatic pressure difference between the inlet and the outlet 
of the porous tube Ap is 

Ap = p„g(Aft + L), (8) 

where L is the height of the porous tube and pn is the density of 
water at the inlet of the porous tube corresponding to the inlet 
temperature T,,. We now assume that the pressure gradient along 
the vertical x-axis is constant throughout the porous tube, i.e., 

dp_ 

dx 

Ap 
= const. = — = Pug MilL + png (9) 

Substituting Eq. (9) into Eq. (2), we obtain a one-dimensional 
approximation of force balance in the vertical x-axis as 

pu 
K 

[pugMi/L - A„Vpc + (p„. - \,p,)g], (10) 

where u denotes the velocity component in the vertical direction. 
Although Eq. (10) is an approximate equation, the physical sig
nificance of each term is clear. For example, in the case without the 
superimposed pressure gradient (Aft = 0), the motion of the fluid 
in the porous tube is due to both the capillary and the buoyancy 
effect. Moreover, as the liquid saturation (s) approaches unity 
(subcooled liquid, then A„ = 0) or zero (superheated vapor, then 
A, = 0), Eq. (10) is reduced, respectively, to 

K 
p,u, = — [piigM/L + (p,i - p,)g], 

vi 

K 
Pv»v = — (Piigkh/L + pug). 

(11) 

(12) 

As will be shown in the next section, Eqs. (10)—(12) are helpful for 
the interpretation of experimental results. 

Results and Discussion 

A series of experiments were carried out by varying the heat flux 
from 0.2 kW/m2 to 16.5 kW/m2. Two porous tubes, one with D, = 
13.5 mm and the other with D, = 20.0 mm, packed with glass 
beads with an average diameter of either 1.09 mm or 0.5 mm were 
tested. Both pure natural convection (with hydrostatic head Aft = 
0) and aided mixed convection (Aft = 10 mm and 20 mm) were 
examined. In what follows, we shall first present the temperature 
distributions and the general trend of the variations of the 
buoyancy-induced mass flux versus the imposed heat flux. We 
shall then examine and discuss the effects of various parameters, 
such as the diameter of the packed tube Dh the particle diameters 
dp, and the hydrostatic head Aft on the mass flux. It should be 
pointed out that all the experimental data presented in the follow
ing paragraphs were connected by lines in order to clearly show 
the trend of each curve. 
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Fig. 3 Variation of the temperatures at the tube wall (represented by 
solid symbols) and at the tube centerline (represented by empty sym
bols) along the vertical direction for D, = 20.0 mm, dp = 1.09 mm, and 
Ah = 0 

I General Observations. 

Temperature Distributions. The variations of the temperatures 
along the tube wall (represented by solid symbols) and along the 
vertical centerline (represented by empty symbols) of the packed 
tube for various heat fluxes are presented in Fig. 3. For the sake of 
clarity, the data before the initiation of boiling (i.e., at small heat 
fluxes) are shown in Fig. 3(a) while the data after boiling occurred 
(i.e., at larger heat fluxes) are presented in Fig. 3(b). We now focus 
our attention to the temperature profiles for the single-phase flow 
presented in Fig. 3(a). Generally, the wall temperatures were 
higher than those along the centerline of the tube due to heat 
transfer from the wall to the flowing fluid. As expected, both wall 
and fluid temperatures increased with the increase of the imposed 
heat flux. Another observation from Fig. 3(a) is that both the wall 
and fluid temperatures increased nearly linearly along the vertical 
direction for a small heat flux (qw = 0.22 kW/m2). At higher heat 
fluxes (qw = 0.52 and 1.32 kW/m2); however, the temperatures 

increased rapidly in the inlet zone but increased slowly toward the 
exit of the packed tube. This is because at a low heat flux the 
induced mass flux of water was relatively small (as will be shown 
in Fig. 4). Thus, the heat convection due to the corresponding 
movement of water was insignificant for this case. Since in the 
single-phase flow regime the induced mass flux due to buoyancy 
force is increased with the increase of the imposed heat flux (again, 
as will be evident from Fig. 4), convection became more signifi
cant as the imposed heat flux is increased. Therefore, both the wall 
and fluid temperature profiles varied nonlinearly with height at 
higher heat fluxes. When the heat flux was increased to about q„ = 
2.02 kW/m2, it was observed during the experiments that vapor 
departed from the exit of the packed tube, indicating boiling began. 
An examination of both the wall and fluid temperatures at the exit 
presented in Fig. 3(b) show that they were at the saturated value 
when qw = 2.51 kW/m2. As the heat flux was further increased to 
q„ = 8.32 kW/m2 and 10.10 kW/m2, even though the temperature 
difference between the tube wall and the centerline in the inlet 
zone was relatively small, it became much larger toward the exit of 
the packed tube. This is due to the lower conductivity of super
heated vapor formed adjacent to the tube wall. 

Variation of the Mass Flux. Figure 4 presents the variation of 
the mass flux with the imposed heat flux for the D, = 20.0 mm 
packed tube with glass beads of dp = 1.09 mm under the 
condition of pure natural convection (Ah = 0). It is seen that the 
induced mass flux increased as the prescribed heat flux was in
creased. When the imposed heat flux reached about 2.02 (kW/m2) 
(i.e., at point B in Fig. 4), boiling occurred near the wall at the 
outlet. After boiling occurred, the induced mass flux kept increas
ing for a small increment of the imposed heat flux. However, as the 
heat flux was further increased, the induced mass flux dropped 
rapidly, and remained relatively constant afterwards. For the con
venience of discussion, we now divide the variation of the mass 
flux versus the imposed heat flux shown in Fig. 4 into three 
regions, namely, an increasing mass flux region (A-C), a dropping 
mass flux region (C-D), and a constant mass flux region (D-E). 
Let us first focus on discussing the increasing mass flux region 
(A-C). This region (A-C) consists two subregions separated by the 
boiling point at B: the subcooled liquid flow region (A-B) and the 
two-phase flow region (B-C). In the subcooled liquid flow region 
(A-B), the increase of the mass flux with the increase of the heat 
flux can be explained from Eq. (11), where the drag force becomes 
smaller while the buoyancy becomes stronger due to both the 
viscosity and the density become smaller with the increase of 
temperature. After the point B, boiling began and the flow of water 
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12 

q (kW/nf) 

Fig. 4 Variations of the mass flow flux versus the imposed heat flux for 
D, = 20.0 mm, dp = 1.09 mm, and Ah = 0 
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inside the packed tube consisted of a subcooled water zone and a 
two-phase zone. Under the condition without the superimposed 
pressure gradient (Ah = 0), the motion of the two-phase flow is 
essentially influenced by three force components such as the 
capillary force, the drag force, and the buoyancy force, as indicated 
in Eq. (10). Inspection of Eq. (10) also shows that the relative 
importance of each term strongly depends on the liquid saturation 
distribution, which are subject to changing with heat fluxes. Typ
ical liquid saturation distributions in the porous tube under various 
heat fluxes are depicted in Fig. 5. In the initial period of boiling 
(B-C), as shown in Figs. 5(a) and 5(b), a two-phase zone was 
formed only adjacent to the tube wall near the exit while the 
central part of the cross section of the porous tube at the exit was 
filled with subcooled liquid. Under this situation, the capillary 
force began to affect the motion of the fluid in the porous tube due 
to the existence of liquid/vapor meniscus in the two-phase zone. Its 
primary function, however, was to draw liquid toward the heated 
wall but would not help much in the increase of the overall mass 
flux flowing in the porous tube. As the heat flux was increased, the 
buoyancy force was increased further because the density differ
ence became larger while the drag force in the subcooled liquid 
zone decreased because the viscosity became smaller. This leads to 
an increase of the mass flux. On the other hand, however, the 
thermal drag force (Guo et al., 1993) near the exit became rela
tively larger due to the lower density of the vapor in the two-phase 
zone, which tended to reduce the mass flux of water. Conse
quently, in the initial period of boiling (B-C), the induced mass 
flux of water was increasing but at a slower rate as compared with 
the subcooled liquid flow region (A-B). After point B, a small 
increment of the heat flux would lead to a fast expansion of the 
two-phase zone adjacent to the tube wall and soon the whole cross 
section of the porous tube near the exit was occupied by the 
two-phase zone, as shown in Fig. 5(c). As a result, the drag force 
in the two-phase zone near the exit became extremely large which 
caused a drastic drop in the mass flux in the C-D region. Once the 
cross section of the porous tube near the exit was completely filled 
by the two-phase flow, the change of the drag force in the two-
phase zone due to the increase of the heat flux became relatively 
slow as compared with the C-D region, even though it remained 
increasing. On the other hand, as the heat flux is increased, both the 
capillary force and the buoyancy force are increased because the 
saturation gradient and the density difference become larger in the 
system. This leads to an increase of the mass flux. Therefore, the 
relatively constant mass flux versus the heat flux at high heat fluxes 
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Fig. 6 Effect of the porous tube diameter on the variation of the induced 
mass flux for dp = 1.09 mm and Ah = 10 mm 

in the D-E region may be attributed to the fact that the balance of 
the aforementioned three forces. 

II Case Studies. In the following, we shall examine the 
effect of the porous tube diameter D,, the particle diameters dp, 
and the hydrostatic head Ah on the induced mass flux. 

Effect of the Tube Diameter D,. Figure 6 shows the variation 
of mass flux with the imposed heat flux for different porous tube 
diameters for a given particle size (d„ = 1.09 mm) and a fixed 
hydrostatic head (Ah = 1 0 mm). Generally it is seen from Fig. 6 
that the behavior of the mass flux versus heat flux is similar to that 
in Fig. 4 with Ah = 0 for both D, = 13.5 mm and D, = 20.0 
mm. It is observed from Fig. 6 that the diameter of the porous tube 
has a significant influence on the magnitude of the induced mass 
flux: a packed tube with a smaller diameter leading to a larger mass 
flux over the whole range of the imposed heat flux for both the 
single-phase and the two-phase flow. The increase of the mass flux 
due to the decrease of tube diameter in the range of the single-
phase flow can be explained based on the energy balance over the 
entire porous tube, which gives 

(a) (b) (c) (d) 

Heat flux increasing 

Subcooled liquid Two-phase zone Vapor zone 

Fig. 5 Typical possible liquid saturation distributions at various heat 
fluxes 

qwTTDtL = mcp(Tom - Tj, (13) 

with cp denoting the specific heat of fluid. Considering the mass 
flow rate m = m" (TT/4) Df and AT = (TOM - TJ, Eq. (13) can 
be rewritten as 

qwirDiL = m" ~^ DJcpAT, (14) 

The relationship between the temperature difference AT and m" 
can be obtained from Eq. (1) to give 

AT-
KpPg • 

Combining Eqs. (14) and (15), we obtain 

>4qwLKP(}g l_ 
vcp VD; 

and 

Ar-
4<?wLv 

cpKpiig \D; 

(15) 

(16) 

(17) 
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Fig. 7 Effect of the porous tube diameter on the variation of the tem
perature distributions of the wall (represented by solid symbols) and 
centerline of the packed tube (represented by empty symbols) for d„ = 
1.09 mm and Ah = 10 mm 
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Fig. 9 Effect of the particle size on the variation of the temperature 
distributions of the wall (represented by solid symbols) and the center-
line of the packed tube (represented by empty symbols) for D, = 20.0 mm 
and Ah = 0 

Equation (16) explains why the decrease of the tube diameter leads 
to the increase of the induced mass flux in the range of the 
single-phase flow, as shown in Fig. 6. Equation (i7) indicates that 
the temperature difference is also inversely proportional to the tube 
diameter. This is evident from the measured temperature profiles 
shown in Fig. 7: At almost the same heat fluxes the temperatures 
along the tube wall and along the tube centerline for a smaller 
porous tube (£>, = 13.5 mm) were higher than those for a larger 
porous tube (D, = 20.0 mm). It is also seen from Fig. 6 that the 
induced mass flux is also higher for the smaller tube (D, = 13.5 
mm) in the range of the two-phase flow. This may be attributed to 
the fact that the buoyancy force was higher for the porous tube 
with a smaller diameter due to higher temperatures in the porous 
tube. On the other hand, the higher temperatures lead to a smaller 
viscosity. As indicated from Eqs. (10) to (12), a larger buoyancy 
force and a lower viscosity lead to a higher mass flux. 

Effect of the Particle Sizes. The effect of the particle sizes on 
the mass flux for the porous tube of D, = 20.0 mm and the head 
Ah = 0 mm is presented in Fig, 8. Again, a trend similar to those 
presented in Figs. 4 and 6 is observed. It is seen that the induced 
mass flux for d„ = 1.09 mm is higher than that for dp = 0.50 mm 
over the whole range of the imposed heat flux. This may be 
attributed to the fact that the porous tube with a smaller particle 
size has a lower permeability, which lead to a larger drag force. As 
indicated in Eqs. (10)-(12), the mass flux] therefore, is reduced 
with the decrease of particle diameter. A comparison of the curves 
presented in Fig. 8 also shows that the heat flux at which boiling 
began for dp = 1.09 mm was higher than that for d,, = 0.50 mm. 
This is because a lower mass flux causes a higher fluid temperature 
at the same heat flux, which is evident from Fig. 9. Therefore, 
boiling initiated earlier for the porous tube with smaller particles. 
Worthy of note is the fact that the increase of the fluid temperature 
leads to an increase of buoyancy force and a decrease in viscosity 
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Fig. 8 Effect of the particle size on the variation of the induced mass Fig. 10 Effect of the hydrostatic head on the variation of the induced 
flux for D, = 20.0 mm and Ah = 0 mass flux for O, = 13.5 mm and dp = 1.09 mm 
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Fig. 11 Effect of the hydrostatic head on the variation of the tempera
ture distributions of the wall (represented by solid symbols) and the 
centerline of the packed tube (represented by empty symbols) for D, = 
13.5 mm and d„ = 1.09 mm 

increases of the hydrostatic head A/z. The primary reason respon
sible for this behavior is that the higher mass flux caused by a 
larger hydrostatic head Ah leads to lower fluid temperatures, as 
evident from Fig. 11, where the temperature profiles for different 
hydrostatic heads at almost the same heat fluxes are illustrated. 

Concluding Remarks 
Experiments were carried out from subcooled liquid flow to 

convective boiling in a vertical porous tube heated at a constant 
heat flux. The measurements of the steady-state mass flux of water 
shows that for both single-phase flow and two-phase flow with a 
low vapor fraction in a system without (or with a small) imposed 
pressure gradient, the induced mass flux increased as the heat flux 
was increased. However, as the imposed heat flux was further 
increased with a corresponding increase in the vapor fraction, the 
induced mass flux dropped drastically, and remained relatively 
constant afterwards. It is shown that the diameter of the porous 
tube, the particle size, and the hydrostatic head have a significant 
influence on the mass flux of water. The mass flux is increased 
with the increase of the porous tube diameter, the particle size, and 
the hydrodynamic head. 
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which may cause a higher mass flux. But the decrease of the 
permeability due to smaller particles has a predominate influence 
on the variation of the mass flux, thus resulting in a decrease in the 
mass flux for a tube packed with smaller diameter glass beads. 

Effect of the Hydrostatic Head Difference. Figure 10 shows 
the variation of mass flux with heat flux for three different heads 
(A/z = 0 mm, 10 mm, and 20 mm) for the porous tube of Z), = 
13.5 mm packed with particles of d„ = 1.09 mm. It is clear from 
this figure that the mass flux increased with the increase of A/i for 
a given heat flux. This behavior can readily be explained based on 
Eqs. (10) to (12), where it is seen that the mass flux is directly 
proportional to the head Aft. It is also noted from Fig. 10 that the 
heat flux, at which boiling began, became higher than with the 
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Mixed Convection in a 
Horizontal Porous Duct With a 
Sudden Expansion and Local 
Heating From Below 
Results are reported for an experimental and numerical study of forced and mixed 
convective heat transfer in a liquid-saturated horizontal porous duct. The cross section of 
the duct has a sudden expansion with a heated region on the lower surface downstream 
and adjacent to the expansion. Within the framework of Darcy's formulation, the calcu
lated and measured Nusselt numbers for 0.1 < Pe < 100 and 50 < Ra < 500 are in 
excellent agreement. Further, the calculated Nusselt numbers are very close to those for 
the bottom-heated flat duct. This finding has important implications for convective heat 
and mass transfer in geophysical systems and porous matrix heat exchangers. The 
calculations were also carried out for glass bead-packed beds saturated with water using 
non-Darcy's formula. The streamlines in the forced convection indicate that, even with 
non-Darcy effects included, recirculation is not observed downstream of an expansion and 
the heat transfer rate is decreased but only marginally. 

1 Introduction 
Convective heat transfer in fluid-saturated porous media has 

important applications in geophysics, energy systems engineering, 
and agricultural engineering. Although a large part of previous 
work deals either with natural or forced convection, recent re
search includes mixed convection in which both of the two modes 
of heat transfer interact. Most of the studies of mixed convection 
have been limited to simple flow systems e.g., horizontal and 
vertical layers. Of these, experimental investigations are rather 
few. 

The first studies of mixed convection in porous layers were 
reported by Wooding (1963), Prats (1966), Elder (1967), Sutton 
(1970), and Homsy and Sherwood (1976). These studies consid
ered the effects of through-flow on free convection in a saturated 
porous medium heated uniformly from below. Particular attention 
was paid to the impact of the through-flow on the critical Rayleigh 
number that characterizes the onset of buoyancy induced flow. 
Cheng (1977a, b) considered mixed convection along horizontal, 
vertical, and inclined surfaces in an infinite porous medium and 
obtained similarity solutions for several special cases. Prasad et al. 
(1988), Lai et al. (1988), and Lai and Kulacki (1991) investigated 
mixed convection in horizontal and vertical layers with localized 
heating. Studies of mixed convection in porous annuli have been 
reported by Reda (1988), Clarksean et al. (1988), and Choi and 
Kulacki (1992). 

Earlier studies present heat transfer correlations in simple ge
ometries. However, those encountered in most of the practical 
applications are generally not that simple. To address this gap, the 
present study considers mixed convection in a porous duct with a 
sudden expansion of its cross-sectional area. This specific geom
etry can be encountered, for instance, around a nuclear waste 
repository embedded under a permeable layer of rock with imper
meable layer protruding from one side. 

Forced convective flow fields and heat transfer characteristics in 
irregular geometries have been investigated for pure fluid cases 
(without porous media) and composite systems (partially filled 

with porous media). For pure fluid case, Gooray et al. (1981) 
performed a numerical study on separated forced convective flow 
behind a backstep, while Yamamoto et al. (1979) and Sinha et al. 
(1981) reported the experimental results for separating flow and 
heat transfer for backsteps and cavities. For composite systems of 
porous media/pure fluid, Vafai and Huang (1994) numerically 
analyzed forced convection over intermittently placed porous cav
ities, while Abu-Hijleh (1997) investigated convective laminar 
flow over a two-dimensional backward facing step with a porous 
floor segment. 

The present study differs from these in that the system is 
completely filled with porous media. Our particular attention is in 
mixed and forced convection regimes. Heat transfer coefficients 
are reduced to correlations in terms of Nusselt, Rayleigh, and 
Peclet numbers and are compared with the results of Lai and 
Kulacki (1991) for a layer in which there is no expansion. 

2 Problem Formulation and Numerical Procedure 
The geometry considered in the present study is a two-

dimensional horizontal porous duct with a step change of the cross 
section (Fig. 1). The ratio of the inlet height to outlet height is fixed 
at 0.5. The heat source has a length equal to the duct height after 
the expansion and is assumed maintained either at constant tem
perature or constant heat flux condition. It is located on the bottom 
wall adjacent to the step. The bottom wall downstream of the heat 
source is adiabatic while the top wall is at a constant temperature. 
Flow in the duct is introduced at a mean axial velocity, «„, at a 
temperature equal to that of the top wall far upstream of the step. 

First consider the Darcy formulation. Assuming that (i) the 
thermophysical properties of the fluid and the porous medium are 
homogeneous and isotropic, (ii) the medium is isotropic and ho
mogeneous, (iii) the fluid and the solid matrix are in local ther
modynamic equilibrium everywhere, (iv) the flow is steady, lam
inar, incompressible and two-dimensional, and (v) the Boussinesq 
approximation is valid, the governing equations are 
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Fig. 1 Fluid layer with a step change in cross section 

for an isothermal source, and 

km(T - Tc) 
(9b) 

for a constant heat flux source. Rayleigh numbers for isothermal 
and uniform flux heating are correspondingly given by 

Ra = 
KgpH(T„ - Tc] 

Ra : 

amvkm 

(10a) 

(10fe) 

Finally, the Peclet number is defined in terms of duct height as 
follows: 

Pe = 
u0H 

(11) 

and boundary conditions are 

a t * = 0 \\i= Y- 1/2, 0 = 0 (3) 

f o r X > 0 dip/dX= d6/dY= 0 (4) 

a t y = o , x>x2 «// = o, ae/3F = o (5) 
y= 1/2, x<Xj 

atx = x„ o < F < 1/2 ae/ax = o (6) 
at Y = 0, X, < X < X2 \\> = 0, 0 = 1 (isothermal heating) 

(7a) 
3 0/3 7 = - 1 (constant flux heating) (lb) 

at 7 = 1 i|/= 1/2, 0 = 0. (8) 

In these formulations, velocity components have the usual defini
tion in terms of the stream function, and the dimensionless tem
perature is given by 

T 
1 c (9a) 

Downstream boundary conditions are derived from the assumption 
that far from the heat source, the flow becomes parallel once again 
after releasing a large portion of its energy through the top wall. 
Axial conduction is then negligible at this location (Roache, 1976). 

In non-Darcy's case, the velocity is normalized with the average 
velocity at the inlet, u„, for the forced convection regime, and with 
the convective velocity, uc, defined as 

KgP(T„ - Tc)am 

vH 
(12) 

for the natural convection regime. The nondimensional mass con
servation equation is 

3 > <32i/» 

Jxi + Wi (13) 

for both the regimes. The resulting nondimensional momentum 
equations are 

(1 + ReFslVI)w = : Da d2to d2a> 

~dX2 + J¥ + • 
Ra 36 

+ ReFs 

Pe dX 

dip d\v\ si//aivn 
~dx ~Jx~ + Ix~d~x~j (14) 

Nomenclature 

A = area, m 
b = porous structure property associ

ated with inertia term, m 
D = length of heat source, m 

Da = Darcy number, Eq. (17) 
Ee = energy balance, Eq. (21b) 
Em = mass balance, Eq. (21a) 
Fs = Forchheimer number, Eq. (18) 
g = gravitational acceleration, m/s2 

h = heat transfer coefficient, W/m2 • K 
H = duct height, m 

H0 = duct height upstream of expan
sion, m 

k = thermal conductivity, W/m • K 
K = permeability, m2 

Nu = overall Nusselt number, Eq. (23) 
Nu, = local Nusselt number, Eq. (22) 
P„et = net power to heater, W 
Pe = Peclet number, Eq. (11) 

Pe* = modified Peclet number, Eq. (24) 
Pr = Prandtl number, v/am 

qw = wall heat flux, W/m 
Ra = Rayleigh number, Eq. (10) 
Re = Reynolds number, Eq. (16) 

T = temperature, K 
u = velocity in ^-direction, m/s 

= inlet velocity for Darcy's case, m/s 
= convective velocity, m/s 

nondimensional velocity vector 
X = nondimensional horizontal Carte

sian coordinate 
= X-coordinate denoting upstream 

edge of heat source 
= X-coordinate denoting downstream 

edge of heat source 
Y = nondimensional vertical Cartesian 

coordinate 
a = thermal diffusivity, m2/s 
J3 = thermal expansion coefficient, K"1 

An = mesh size at the wall 
e = porosity 
8 = nondimensional temperature, Eq. 

(9) 

«0 

V 

X 

X 

A = convergence criterion 
v = kinematic viscosity, m2/s 
4> = dependent variable, Eq. (20) 
\\J = nondimensional stream function 
o) = nondimensional vorticity 

Subscripts 

1 
2 

a 
c 

H 
h 
m 
X 

= value at the wall, Eq. (19) 
= value at the grid point adjacent to 

the wall, Eq. (19) 
= average 
= cold 
= heat source 
= heated 
= medium 
= local 

Superscripts 

N 
— 

= number of iteration, Eq. (20) 
= average 
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for forced convection regime, and 

1 + • 
Fs jRa 

Pr 

Da/32&) 32w 
+ JRa 

BX 

Fs^a/ai/zaivi ai|»aivi\ 
+ Pr \'ax~dx~ + ~dx~d~xj (15) 

for natural convection regime. 
Initial numerical experiments were carried out at different Ra, 

Pe combinations to select the suitable form of momentum equation 
that would give faster convergence. For instance, for Ra = 100, 
Eq. (14) was used for Pe > 10 and Eq. (15) for Pe < 10. In these 
equations 

Pe u„H 
Re = =- = 

Pr v 

Da = 
K 
W2 

Fs=. 
/ / ' 

(16) 

(17) 

(18) 

The Darcy number and Forchheimer number include permeability 
and inertia resistance, which can be evaluated empirically using 
Ergun model (Kladias and Prasad, 1991). As suggested by Nield 
(1991), the expression for effective viscosity associated with the 
viscous term has not been well established for glass-bead packed 
bed, due to small amount of available experimental data. In the 
present study, it was assumed to be equal to that of the fluid. 

At the inlet, the flow is assumed to be fully developed in porous 
medium under consideration. The velocity profile at the inlet was 
calculated using the transient momentum equation in X-direction. 
The inlet stream function and vorticity values follow this velocity 
profile. At the exit, the horizontal gradients of stream function, 
vorticity, and temperature are assumed to be zero. The assumption 
here is that far downstream of the heated section, the flow is 
parallel again and changes in the streamwise direction are small. 
The vorticity at the wall is calculated by using Thorn's first-order 
formula (Roache, 1976): 

-2(i/>2 - ifri) 

(An)2 (19) 

The governing equations are transformed into finite difference 
form via an integration over a control volume following the 
upwind differencing procedure described by Gosman et al. (1969) 
and Patankar (1980). The Gauss-Seidel point iterative method is 
used to solve the resulting system of algebraic equations for 
Darcy's case, and line-by-line method for non-Darcy's case. The 
convergence criterion is determined from a simple comparison of 
successive iterates 

\<t>N- ( j )
N - l \ < X (20) 

where <j>N denotes the dependent variable at the Mh iteration, and 
A is the convergence criterion. 

Based on a series of numerical experiments, the convergence 
criterion was selected to be 10"4 for R a > 100 and 10"5 for Ra < 
100. Although using smaller values usually had no significant 
effect on the final results, they were changed to smaller values 
when the \EJ > 0.04 (see Eq. (2\b)). Convergence of the numer
ical scheme was accelerated by overrelaxation of both the stream 
function and temperature, with the relaxation parameter taken 
between 1.1 and 1.6. 

Several trial runs were made to select the proper length of the 
unheated sections to satisfy upstream and downstream boundary 
conditions. It was found that for the dimensionless lengths up
stream and downstream of the heat source greater than three and 
eight, respectively, the improvement in the overall Nusselt number 

Fig. 2 Experimental apparatus. I: Entrance section; II: Test section; and 
III: Exit section. (1) Upper plate; (2) air vent; (3) cooling chamber; (4) 
gasket; (5) side walls; (6) tube bundle; (7) screen; (8) step; and (9) heater. 

was less than two percent. With these lengths, the boundary 
conditions are well satisfied at reasonable computational time 
without sacrificing accuracy. In most of the test cases, we adopted 
a 483 X 43 semi-uniform mesh, it being uniform throughout the 
domain except adjacent to the boundary where it is halved. It is 
noted that there is a discontinuity of the thermal boundary condi
tion at the downstream edge of the heat source. With the present 
numerical scheme, the control volume can be designed so as to 
avoid the presence of this discontinuity within the control volume 
surface. Numerical experiments showed that further refinement of 
the mesh size to 963 X 83 changed the overall Nusselt number by 
less than 0.5 percent. The accompanying increase in the CPU time, 
however, is tenfold. Despite this large increase in CPU time, the 
mesh size was refined to 963 X 83 or 1923 X 163 at high Peclet 
number regime, where steep velocity and temperature gradient are 
expected above the heat source. 

Overall mass and energy balances are defined by 

F = 
(Mass Inflow) - (Mass Outflow) 

(Mass Inflow) 

(Total Energy Input) - (Energy Outflow) 

(Total Energy Input) 

(21a) 

(21b) 

and were checked after each calculation. For all of the results 
reported here, the error in the mass balance is 10~4 or less, and the 
error in the energy balance is within one percent. The uncertainty 
in the calculated Nusselt number is estimated to be three percent. 
Additional details of the convergence tests and numerical scheme 
are given by Yokoyama (1993). 

3 Apparatus and Procedure 
The overall design of the apparatus is shown in Fig. 2. It is a 

rectangular box made of Plexiglas and is 304.8 mm wide and 101.6 
mm deep. The entrance section is 203.2 mm long and is equipped 
with a flow distributor. The exit section is 152.4 mm long and 
provides a return passage for circulating water via a drain at the 
bottom. The test section is comprised of two parts: (1) the up
stream region with the step and (2) the downstream, heated region. 
The step is made of polystyrene insulation covered with a sheet of 
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(b) 

to 

(d) 

(e) 

Fig. 3 Streamlines for Ra = 100 and constant flux heating, (a) Pe 
Atli = 0.25; (b) Pe = 5, AI/I = 0.05; (c) Pe = 10, Aiji = 0.05; (d) Pe = 
Ai/( = 0.05; and (e) Pe = 100, Ai/; = 0.05. 

= 1, 
20, 

Plexiglas. Just upstream of the step is a tube bundle that serves as 
a flow straightener. Thin foil heaters are mounted on the bottom of 
the box in the downstream region. The sidewalls are thermally 
insulated with three layers of polystyrene, each 50.8 mm thick. The 
entrance and exit walls and the top and bottom are also insulated 
with the same material. 

On the bottom wall of the test section beneath the foil heaters, 
grooves are provided for three 36-gage copper-constantan (Type 
T) thermocouples underneath each heater. Three thermocouples 
are also installed on the bottom surface of the Plexiglas box such 
that three pairs of thermocouples monitor the temperature of the 
heater. With this arrangement, heat losses can be estimated in both 
the lateral and longitudinal directions. All thermocouples were 
fixed in place with a high-temperature highly conductive adhesive 
applied to the junctions. 

The upper boundary is maintained at a constant temperature 
with a cooling chamber that is a rectangular box with a copper 
plate bottom. Cooling water is provided from a constant temper
ature bath, and the mixing of water above the plate is sufficient to 
maintain it at a constant temperature. Twelve thermocouples are 
mounted on the surface of the plate to monitor temperature. The 
temperature variation across the plate was found to be less than 
0.3°C. 

Other components of the apparatus include a power supply with 
a variable voltage controller, digital multimeters, a variable speed 
pump, and variable area flow meters. Thermocouple readings are 
made against an ice-point reference, and signals are converted to 
temperature reading via the standard calibration in a data acquisi
tion system. (See Yokoyama (1993) for a more detailed descrip
tion.) 

Experiments were performed using 3-mm diameter glass beads 
and water. After sealing the entire apparatus, and establishing flow 
in the cooling chamber and in the test section, power was applied 
to the heaters to reach a desired constant heat flux level. Once 
steady state had been achieved, thermocouple readings were taken 
five times over a ten-minute period. These sets of readings were 
averaged and used in the computation of nondimensional param
eters. 

The porosity was measured while packing the system with glass 
beads, and was found to be 0.3750. The permeability was then 
calculated using the Kozeny-Carman equation, and was deter
mined to be 6.750 X 10~9 m2. Using CRC Handbook of Chemistry 
and Physics (1967-1968) and Perry's Chemical Engineers Hand
book (1963), thermophysical properties were evaluated at the 

average of the upper surface and heat source temperatures. The 
medium thermal conductivity was calculated using the weighted 
mixing rule. 

Based on the summation of fractional errors, the estimated 
experimental uncertainties in the Rayleigh and Peclet numbers are 
5.9 and 3.9 percent, respectively. The uncertainty in the Nusselt 
number ranges from 3.5 to 14.3 percent, depending on the average 
temperature difference. Larger uncertainties in the Nusselt number 
occur when the temperature difference is very small and the 
uncertainty in the temperature difference is large relative to the 
overall temperature difference. 

4 Results 
Measurements cover the ranges 0.1 < Pe =£ 100 and 50 s Ra < 

500. These ranges are expected to include convective transport 
from natural to forced convection. We first present numerical 
results obtained using Darcy formulations. These are then com
pared with the experimental data. 

The computed steady-state flow and temperature fields for Ra = 
100 or 1 < Pe < 100 for constant-flux surface heating are pre
sented in Figs. 3 and 4, respectively. When the Peclet number is 
small, cellular flows arise above the heated surface along with the 
associated thermal plume. As the Peclet number increases, these 
characteristics of natural convection disappear. Cellular flows are 
swept downstream and eventually vanish altogether. When forced 
convection dominates, the recirculating motion is entirely absent. 
We also note that the flow field differs from that of a pure fluid 
(i.e., no porous matrix present). The neglect of both inertia and 
viscous effects in the momentum equation along with the use of 
Darcy's law accounts for this difference. 

Local Nusselt number is defined 

Nu,= 
hvH 

(22a) 

where hx is the local heat transfer coefficient. In dimensionless 
variables, local Nusselt numbers can be written as 

N u x = ( ( W (22b) 

Figure 5 shows the computed dimensionless temperature distri
bution and the experimental data along the length of the duct. 
Recall that X = 3 corresponds to the leading edge of the heated 
surface. A fair agreement is seen between the experimental and 

(a) 

(c) 

(e) 

Fig. 4 Isotherm contours for Ra = 100 and constant flux heating, (a) 
Pe = 1, Afl = 0.04; (b) Pe = 5, A0 = 0.04; (c) Pe = 10, A0 = 0.04; (d) Pe = 
20, Afl = 0.04; and (e) Pe = 100, A0 = 0.02. 
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Fig. 5 Temperature distribution on the heat source for constant flux 
heating, Ra = 100 

numerical results. The deviations between the two are generally 
within ten percent. However, the deviation seems to follow a trend. 
The numerical results overpredict the experimental results for 
Pe = 1, and underpredict for Pe = 100 and most of Pe = 5. This 
is possibly due to a measuring error in the location of the thermo
couple. This is discussed in detail later in this section. 

We note in Fig. 5 that the local temperature decreases with 
distance at Pe = 1. This is consistent with the existence of 
backward flow over the heater due to the buoyancy-induced cell. 
The temperature distribution for Pe = 5 shows the maximum 
temperature to be near the downstream edge. This behavior can be 
explained from the streamline plot in Fig. 3(b). As seen there, the 
buoyancy cell on the left side is dominant above the heat source 
but the backward flow exists at the downstream edge. Near the 
downstream edge, the two cells meet causing an elevated temper
ature. At Pe = 100, the temperature increases slightly with dis
tance as forced flow begins to dominate. Generally the experimen
tal results confirm our qualitative observations on the flow 
structure, including the absence of recirculating motion at down-
Stream edge of the step in the forced convection regime. 

The overall Nusselt number is defined by 

Nu = 
1 

(23a) 

The numerically calculated values are presented in Fig. 6 and are 
also listed in Table 1. The experimental Nusselt numbers are 
calculated as 

HPna 

Nu = ===== (23b) 

and also plotted in Fig. 6. The experimental uncertainties in the 
data are indicated on the figure. It is seen that the experimental 
results agree well with the numerical results. The maximum dis
crepancy is 15 percent, but is mostly within ten percent. The 
deviation, however, seems systematic especially at lower Rayleigh 
numbers. The experimental results give higher values of Nusselt 
number than the numerical results in the natural convection re
gime, and lower value in the forced convection regime. This 
discrepancy may be attributed to a measurement error in distance 
X. Figure 5 indicates that a less than one percent undermeasure-
ment in X would cause the local temperature to be lower than 
numerical prediction in the natural convection regime, and higher 
in the forced convection regime. This would lead to the Nusselt 
number discrepancy observed in Fig. 6. 

It is noted that there exists a Peclet number at which the overall 
Nusselt number reaches a minimum for a given Rayleigh number. 
This "critical" Peclet number was also reported by Prasad et al. 

(1988) and Lai and Kulacki (1991) for both isothermal and 
constant flux heating in channel flow without the step. The mini
mum occurs because of the complex interaction of buoyancy and 
momentum forces as flow restructuring takes place in the 
Rayleigh-Peclet number plane. At low Pe, the contributions of 
each of the co-existing cellular flows to heat transfer are about the 
same. As Pe is increased, the right-hand cell is pushed downstream 
and eventually leaves the region of the heat source; the left-hand 
cellular flow then dominates the transport process, but it alone 
cannot increase mixing sufficiently to compensate for the depar
ture of the other flow. The result is a decrease in heat transfer 
coefficient. At much higher Pe, mixing is sufficient to produce the 
higher Nusselt numbers expected in forced convection. 

From the present data, a minimum in the Nusselt number ap
pears most noticeably at high Rayleigh numbers (Ra = 500). 
Peclet numbers at which minimum Nusselt numbers occur are on 
the order of ten. More experimental data are needed to validate this 
observation. For more details see Yokoyama (1993). 

The numerical and experimental heat transfer results for the 
constant flux case are reduced to correlations in terms of Nusselt, 
Rayleigh, and Peclet numbers. To compare Nusselt numbers to the 
case without step change in channel height, the Peclet number is 
redefined in terms of the mass average velocity at the exit, i.e., 

Pe* = (H\H0) Pe. (24) 

Correlations in the same form as developed by Lai and Kulacki 
(1991) are sought. A nonlinear regression analysis, results in the 
following relations: 

Numerical Predictions: 0.2 < Pe* < 200, 10 < Ra < 500. 

Numerical Prediction (Ra • 100) 
O Experimental Results (96.45 £ Ra £ 105.16) 

a a a a 

(a) 

Numerical Prediction (Ra a 200) 
0 Experimental Remits (193.38 S Ra S 210.09) 

q o o a i a.-—.5-: e - ^ 

(b) 

- Numerical Prediction (Ra = 500) 
E.tcerimenul Result* (479.:? i Ra S 530.44) 

- , - . <E 

(O 

Fig. 6 Overall Nusselt numbers for constant flux heating, (a) Ra • 
(b) Ra = 200; and (c) Ra = 500. 

100; 
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Table 1 Experimental data 

Pnet [W] 

2.91 
2.88 
2.88 
2.88 
2.88 
2.82 
2.85 
2.83 
2.83 
2.85 
2.91 
2.97 
3.07 
3.09 
3.07 
3.12 
3.12 
5.41 
5.49 
5.49 
5.46 
5.47 
5.57 
5.57 
5.45 
5.40 
5.49 
5.56 
5.88 
5.71 
5.75 
5.93 
5.76 
5.88 

12.24 
12.19 
12.19 
12.17 
12.17 
12.05 
12.07 
12.28 
12.11 
12.09 
11.89 
11.88 
12.07 
12.06 
12.81 
12.36 
12.81 
12.54 

A? [°C] Ra Pe 

4.55 
4.49 
4.49 . 
4.52 
4.70 
4.79 
4.83 
4.09 
3.95 
3.77 
3.41 
2.82 
2.66 
2.65 
2.07 
1.92 
2.00 
6.21 
6.23 
6.24 
6.31 
6.37 
6.46 
6.84 
6.54 
6.29 
6.05 
5.62 
5.16 
4.59 
4.53 
3.95 
3.61 
3.09 
9.63 
9.70 
9.70 
9.68 
9.78 
8.93 
9.08 

11.08 
11.17 
11.19 
10.47 
10.08 
9.32 
9.21 
8.20 
7.62 
7.72 
6.45 

102.10 
100.87 
101.00 
101.18 
101.91 
99.67 

101.75 
101.06 
97.70 
96.45 
99.50 
98.14 

101.45 
103.72 
101.69 
103.92 
105.16 
197.97 
201.62 
201.80 
199.53 
200.52 
204.97 
208.56 
205.57 
196.97 
198.39 
193.88 
210.09 
201.74 
205.22 
208.66 
200.45 
204.57 
506.99 
505.79 
509.08 
508.91 
510.54 
489.76 
495.92 
530.44 
518.82 
518.84 
504.79 
501.50 
496.21 
492.21 
515.83 
489.49 
512.77 
479.27 

0.21 
0.47 
1.01 
1.81 
2.56 
5.17 
6.90 
9.11 

13.60 
18.29 
25.33 
39.17 
51.19 
61.89 
78.51 
92.41 

104.25 
0.24 
0.50 
0.96 
1.75 
2.65 
4.91 
6.15 
9.55 

13.14 
19.01 
25.72 
36.68 
49.90 
61.78 
77.09 
92.30 

101.79 
0.26 
0.54 
1.06 
1.74 
2.55 
5.15 
5.65 
6.61 

10.21 
13.52 
17.92 
24.32 
36.55 
49.70 
59.22 
76.83 
89.19 

101.49 

Nu 

2.67 
2.67 
2.67 
2.65 
2.55 
2.45 
2.46 
2.88 
2.98 
3.15 
3.56 
4.39 
4.81 
4.85 
6.19 
6.76 
6.50 
3.62 
3.66 
3.66 
3.59 
3.57 
3.58 
3.38 
3.46 
3.57 
3.77 
4.12 
4.74 
5.17 
5.28 
6.24 
6.64 
7.90 
5.27 
5.21 
5.21 
5.21 
5.16 
5.59 
5.51 
4.59 
4.49 
4.47 
4.70 
4.88 
5.37 
5.43 
5.77 
6.73 
6.89 
8.07 

Nu 
Pe* a s 1.019 + 0.53 

Ra 
Pe* '-5 (25) 

Experiments: 0.42 < Pe* < 208.5, 96.5 < Ra < 530.4. 

Nu 

Pe* 
0.810 + 0.119 

Ra 

Pe*1'5 (26) 

The standard error associated with each of those correlations is 
0.213 and 0.335, respectively. 

The corresponding correlations obtained by Lai and Kulacki 
(1991) without a step are as follows. 

Numerical Predictions: 

Nu 

Pe* °'5 

Experiments: 

Nu 

Pe* * 0 . 5 ' 

1.917 + 0.210 

1.274 + 0.079 

Ra 

Pe; * 1.5 

Ra 

P e * r 5 

(27) 

(28) 

These four equations are presented in Fig. 7. It is observed 
that the predictions are in excellent agreement with the mea
surements. Furthermore, the present results are also in very 
good agreement with those obtained for channels in which there 
is no step change in height. Additional calculations showed that 
this observation is true for the cases when the step height is f 
and j of the duct height after the expansion (Yokoyama, 1993). 
Thus, with the heat source length equal to the duct height after 
expansion, it can be concluded that within the uncertainty of 
both the numerical results and measurements, Nusselt numbers 
are not much influenced by the presence of the step change in 
channel height. 

Numerical Results for Non-Darcy's Case. To assess the 
effect of Darcy approximation, we also obtained numerical 
results for non-Darcy formulation, Eqs. (13)—(15). The test case 
considers a packed bed with 3-mm diameter glass beads satu
rated with water. The duct height H = 50 .8 mm and the heat 
source provides isothermal heating. The motivation of this 
calculation was a postulation that non-Darcy effects may cause 
recirculating motion downstream of the expansion in the forced 
convection regime. It is well known that, for non-Darcy forced 
convection, the thermal dispersion and variable porosity near a 
solid wall may have significant effects on heat transfer (e.g., 
Vafai, 1984, Cheng and Vortmeyer, 1988, and Cheng et al., 
1988). In the present study, these effects are neglected to clearly 
demonstrate the non-Darcy effects on the restructuring of flow 

100 

10 

Nu*/Pe'' 

0.1 

— Numerical Correlation (Present Study) 

Experimental Correlation (Present Study) 

""" Numerical Correlation (Lai and Kulacki, 1991) 

~ Experimental Correlation (Lai and Kulacki, 1991) 

0.01 0.1 10 100 
Rii/Pe3'2 

1000 10000 100000 

Fig. 7 Correlations for constant flux heating. Correlations of Lai and Kulacki (1991) are for 
horizontal layer without a step change in height. 
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00 (c) 

(g) 

(d) (h) 

Fig. 8 Streamlines for Ra = 100 and isothermal heating. (a)-(d): Darcy's case, (e)-(h): nonDarcy's case, (a) Pe = 1, Aifi = 0.5; (ft) Pe = 10, At/< = 0.05; (c) 
Pe = 100, Ai// = 0.05; (d) Pe = 1000, A<// = 0.05; (e) Pe = 1, A./. = 0.5; (f) Pe = 10, Aifi = 0.05; (g) Pe = 100, Aif; = 0.05; and (h) Pe = 1000, Ai/< = 0.05. 

and heat transfer characteristics. The glass-bead packed bed Figures 8 and 9 show the streamlines and isotherms for isother-
was chosen due to its well-established empirical correlations for mal heating case. Both Darcy's case and non-Darcy's case are 
the structural and thermophysical parameters. presented. It is noted from Fig. 8 that the inclusion of non-Darcy 

(a) (e) 

(c) (8) 

id) <h) 

Fig. 9 Isotherm contours for Ra = 100 and isothermal heating, (a)-(d) Darcy's case, (e)-(h): non-Darcy's case. Afl = 0.1. (a) Pe = 1; (b) Pe = 10; (c) 
Pe = 100; (d) Pe = 1000; (e) Pe = 1; (f) Pe = 10; (g) Pe = 100; and (h) Pe = 1000. 
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Fig. 10 Overall Nusselt numbers for isothermal heating 

effects does not cause recirculating flow downstream of the ex
pansion, even in the high Peclet number region. Therefore, it can 
be concluded that, with this specific porous structure and fluid, the 
non-Darcy effects do not alter the flow and temperature field. One 
can argue that a recirculating motion may appear at high Peclet 
number. However, in such a case, the fluid flow is likely to be in 
turbulent regime, and the assumption that the flow is laminar is no 
longer valid. 

The little change in flow field as mentioned above is reflected in 
the overall Nusselt number, which is defined as 

Nu = 
a 

"dY 
dX (29) 

for isothermal heating. Figure 10 presents the overall Nusselt 
number for Ra = 100, for both Darcy's and non-Darcy's cases. 
The non-Darcy effects reduce the heat transfer coefficient, but the 
difference from the Darcy's case is four percent at most. Thus, for 
the specific combination of porous structure and fluid considered 
here, the non-Darcy effects have little effect on the heat transfer 
characteristics. 

5 Concluding Remarks 
Mixed convection in a horizontal porous duct with a sudden 

expansion of its cross-sectional area has been numerically and 
experimentally investigated. Predicted Nusselt numbers are in 
good agreement with measured values despite the limitations im
posed by use of the stagnant thermal conductivity. 

For the restricted heating length considered here, i.e., (X2 - X,)/ 
H = 1, heat transfer results, when compared with those for a duct 
without a step, are unaffected by the presence of the step, and the 
inclusion of non-Darcy effects. This result has important implications 
for the analysis of convective heat transport in a variety of geophysi

cal and engineering systems, e.g., hydrofhermal systems, insulation 
systems, and porous matrix heat exchangers. For geophysical sys
tems, cross-sectional area changes are gradual and generally less 
abrupt than the step change considered here. Thus, correlations and 
interpretations of flow regimes based on flat channel analysis appear 
to form a sufficient basis for the analysis of convective transport for 
coupled hydrothermal and geochemical processes. 

We also note that one feature of flow in the flat duct that was 
observed by Lai and Kulacki (1991), namely the onset of oscilla
tory flow, was not observed here. Perhaps, the presence of the step 
tends to stabilize effect the flow at the larger Peclet numbers. 
Additional experiments will be needed, however, to fully deter
mine the nature and parameter space of flow instabilities. 
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Air-Side Heat Transfer and 
Friction Correlations for 
Plain Fin-and-Tube Heat 
Exchangers With Staggered 
Tube Arrangements 
This paper deals with heat exchangers having plain fins on a staggered array of circular 
tubes. Correlations are developed to predict the air-side heat transfer coefficient and 
friction factor as a function of the Reynolds number and geometric variables of the heat 
exchanger such as tube diameter, tube pitch, fin spacing, etc. A multiple regression 
technique was used to correlate 47 sets of heat exchanger data to develop the heat transfer 
and friction correlation. The correlations are applicable to heat exchangers having small 
diameter tubes (or large tube pitch to tube diameter ratio), whose performance previous 
correlations failed to predict adequately. The heat transfer correlation applicable to three 
or more row configuration predicts 94 percent of the data within ±20 percent, and the 
heat transfer correlation applicable to one- or two-row configuration predicts 94 percent 
of the data within ±20 percent. The friction correlation predicts 90 percent of the data 
within ±20 percent. 

1 Introduction 
Air-cooled plate finned-tube heat exchangers have been used for 

exchange between gases and liquids for many years. The heat 
exchangers may have plain fins or specially configured fins. Spe
cially configured fins may provide increased heat transfer coeffi
cients. Another recent trend is toward use of smaller tube diameter 
(Webb, 1998). As the tube diameter decreases, the low-
performance wake region behind the tube decreases, which im
proves the overall air-side performance. In addition, the profile 
drag by the tube also decreases, which reduces the air-side pressure 
drop. 

The flow pattern in finned-tube heat exchangers is very com
plex, due to its three-dimensional nature and flow separations 
(Neal and Hitchcock, 1966; Saboya and Sparrow, 1974, 1976). 
The use of specially configured fin geometries introduces further 
complications. Pioneering experiments on the air-side transfer 
coefficients were conducted by Saboya and Sparrow (1974, 1976). 
They used the naphthalene mass transfer technique to measure the 
local coefficients. The measurement revealed that, near the leading 
edge of the fin, the developing boundary layer produces a rela
tively high transfer coefficients. On the front of the tube, a vortex 
develops, which is then swept around the tube. This vortex pro
duces a natural heat transfer augmentation. Behind the tube, a 
very-low-performance wake region exists. Small tube diameter 
will reduce this low-performance region. Recently, several at
tempts have been made to address the problem numerically (Ros-
man et al , 1984; Torikoshi et al , 1994; Torikoshi and Xi, 1995; 
and Jang et al., 1996). The numerical results generally confirmed 
the findings by Saboya and Sparrow. One interesting finding by 
Torikoshi and Xi (1995) was that increasing the tube diameter did 
not improve the heat transfer coefficients, but increased the friction 
factor. Although some progress has been made in the numerical 
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approach, designers still rely on experimental data-based correla
tions to predict the thermal performance of a heat exchanger. 

Several correlations are available for plain finned-tube heat 
exchangers (McQuiston, 1978a; Gray and Webb, 1986; Seshimo 
and Fujii, 1991; etc.). Of them, the state-of-the art correlation is 
that of Gray and Webb (1986). They developed the heat transfer 
and friction correlations based on six data sources (18 heat ex
changers). Recent heat exchangers have small diameter tubes, 
whose geometric parameters may be outside of the applicable 
range of Gray and Webb correlation. For example, SJD of Wang 
and Chi's (1998) coils with 7-mm outer diameter tube is 2.88, 
which is outside of Gray and Webb's correlation range (1.97 < 
SJD < 2.55). The characteristic dimensions of plain finned-tube 
heat exchangers are shown in Fig. 1. 

Available data of coils with 7-mm diameter tube (Wang and 
Chi, 1998; Youn, 1997) are predicted the by Gray and Webb 
correlation, and the results are shown in Figs. 2 and 3. Figure 2 
shows an error plot of the Colburn " / ' factor. All the data are 
highly (8 percent to 256 percent) underpredicted. The discrepancy 
increases as Reynolds number decreases. The friction error plot is 
shown in Fig. 3. The data are highly (up to 122 percent) under-
predicted at low Reynolds numbers and overpredicted (up to 44 
percent) at high Reynolds numbers. Gray and Webb's friction 
correlation consists of two parts—that of fin and that of tube. For 
the tube friction correlation, Gray and Webb recommend the use of 
the Zukauskas and Ulinskas (1983) correlation, which is limited to 
SJD = 2.5. The SJD of both Wang and Chi (1998) and Youn's 
(1997) coils is 2.88, which is outside of the correlation range. 
Thus, Jakob's (1938) correlation, which is applicable to SJD = 
3.0, was used instead. The adequacy of this will be elaborated 
later. 

In this paper, new heat transfer and friction correlations for plain 
finned-tube heat exchangers are provided. The data sources used to 
develop the correlations are listed in Table 1. Symbols "H" and 
"F" in the last column of Table 1 denote that the data were used 
for the development of the heat transfer correlation or for the 
friction correlation, respectively. The 47 coil data consist of those 
used by Gray and Webb to develop their correlations, and those by 
Wang et al. (1997), Wang and Chi (1998),.and Youn (1997). Wang 
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Fig. 1 Schematic drawing of the plain finned tube heat exchanger 

et al.'s data are obtained from coils with 10-mm tube diameter, and 
Wang and Chi's and Youn's data are obtained from coils with 
7-mm tube diameter. All of the present data are limited to a 
staggered tube layout. Multirow inline tube layouts yield lower 
heat transfer coefficients as discussed in Chapter 6 of Webb 
(1994). So, little use is made of the inline geometry. 

It is noted that moderate errors may exist in the published data. 
This is because of the particular water-side circuiting employed, 
the e-NTU relationship used to obtain UA, the fraction of the total 
resistance on the air side, and the fin efficiency equation used. 
Wang et al. (1998) discuss these concerns. Table 2 provides some 
detail on the methodologies used by various authors. McQuiston 
(1978b) and McQuiston and Tree (1971) reduced the data assum
ing that the heat exchangers were of counterflow arrangement. The 
Dittus and Boelter (1930) equation was used to determine the 
tube-side heat transfer coefficient, and Schmidt's (1949) approxi
mate equation was used to calculate the fin efficiency. The contact 
resistance between the fin and the tube was implicitly included in 
the air-side heat transfer coefficient. To determine the friction 
factor, the entrance and exit losses were extracted from the mea
sured pressure drop. Rich (1973, 1975) tested heat exchangers of 
one to six row configuration. He assumed counterflow for config-

0.8 H 
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0.4-

0.2-
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. . i i , i M 

o 

100 1000 

• Youn(1997) 
O Wang and Chi (1998) 
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Fig. 2 Error plot of the / factor of colls with 7-mm diameter tube com
pared with Gray and Webb (1986) correlation 

urations of more than two rows. He argued that the deviation from 
pure counterflow is less than two percent for all the heat exchang
ers he tested. The tube-side heat transfer coefficient was obtained 
from Wilson Plot results, and the fin efficiency was obtained by the 
sector method. His samples had copper fins, which were oven-
soldered to the copper tube. Thus, no contact resistance existed. 
His friction factor implicitly included the entrance and exit losses. 
Wang et al. (1997) and Wang and Chi (1998) used an unmixed-
unmixed cross flow formula to reduce the heat transfer data. 
Gnielinski's (1976) equation was used to determine the tube-side 
heat transfer coefficient, and Schmidt's equation was used for the 
fin efficiency. The fin-tube contact resistance was implicitly in
cluded in the air-side heat transfer coefficient. The entrance and 
exit losses were explicitly accounted for to determine the friction 
factor. Wang et al. (1998) reports that no significant difference 
exists whether the entrance and exit losses are included or not. 
Youn (1997) analyzed the heat exchanger by the tube-by-tube 
method. In this method, heat exchangers are subdivided into a 
number of single cross flow passes, and the unit passes are ana
lyzed using the cross flow, e-NTU formula. Tube-side heat transfer 
coefficients were determined from separate tests, and the fin effi
ciency was obtained using the Schmidt equation. The contact 
resistance was included in the air-side heat transfer coefficient, and 
the entrance and exit losses were included in the friction factor. 

2 Correlating Method 

The heat transfer and friction correlations were developed 
through a multiple linear regression analysis. Details of the mul
tiple regression technique are available somewhere else (Ryan et 

Nomenclature 

A = air-side surface area (fins and 
tubes), m2 

Ac = flow cross-sectional area in mini
mum flow area, m2 

ACJ = flow cross-sectional area in mini
mum flow area for tube bank, m2 

Af = surface area of fins, m2 

cp = specific heat, J/kgK 
D = tube outer diameter (including col

lar), m 
/ = Fanning friction factor, dimension-

less 
ff = friction factor associated with fin 

area, dimensionless 
/ , = friction factor associated with tube 

area, dimensionless 

Gc = mass velocity ( = pumM), kg/m2s 
h = heat transfer coefficient, W/m2K 
j = Colburnj factor (=St Pr2'3), di

mensionless 
k = thermal conductivity, W/mK 
N = number of tube row, dimension

less 
pf = fin pitch, m 
Pr = Prandtl number, dimensionless 

Re„ = Reynolds number based on D 
( = pum.„DI[L), dimensionless 

s = spacing between adjacent fins, m 
S, = tube spacing in air flow direction, 

m 

S, = tube spacing normal to flow, m 
St = Stanton number ( = h/Gccp), di

mensionless 
t = fin thickness, m 

"max = maximum velocity based on Ac, 
m/s 

AP = pressure drop across a heat ex
changer, Pa 

Ai°, = pressure drop assignable to bare 
tube bank, Pa 

LPf = pressure drop assignable to fin 
area, Pa 

ju = dynamic viscosity, kg/ms 
p = density, kg/m3 
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Table 1 (Continued) 
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Fig. 3 Error plot of the friction factor of coils with 7-mm diameter tube 
compared with Gray and Webb (1986) correlation 

al., 1985) and only a short description is provided. A commercial 
statistical package (Ryan et al., 1985) was used to perform a 
multiple regression analysis, which provided the best fit of data. 
The accuracy of the correlation is evaluated using the "R-squared" 
value, which is defined as the fraction of the variability in the 
logarithm of dependent variable (e.g., j factor) that can be ac
counted for by means of the linear regression equation using the 
independent variables (e.g., dimensionless geometric parameters). 
The objective is to select independent variables that give the 
highest R -squared value. This may be done by trial and error. This 
method of correlating the data is strictly empirical and requires 
knowledge of the geometric and flow parameters that affect the 
heat transfer coefficient. 

No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

_ 2 4 _ 

25 

26 

27 

28 

29 

30 

Table 1 

Author 

McQuiston 

(1978b) 

Rich(1973) 

Cox and Jallouk 

(1982) 

McQuiston and 

Tree(1971) 

Kays and 

London(1984) 

Rich(1975) 

Wang et al. 

(1997) 

Geometry of sample configurations 

s, 
(mm) 

25.40 

31.75 

50.80 

20.32 

25.40 

38.1 

31.75 

25.40 

s, 
(mm) 

22.00 

27.51 

43.99 

17.58 

22.00 

44.45 

27.51 

22.00 

D 

(mm) 

9.66 

13.34 

19.51 

10.34 

10.21 

17.17 

12.23 

10.23 

s 

(mm) 

3.023 

6.198 

1.964 

2.398 

1.662 

8.547 

5.593 

2.169 

3.160 

3.655 

2.019 

1.599 

1.081 

1.599 

1.611 

1.611 

3.010 

2.845 

2.870 

1.599 

1.691 

2.113 

3.067 

1.898 

2.101 

t 

0.152 

0.152 

0.279 

0.165 

0.330 

0.406 

0.130 

N 

4 

4 

8 

5 

oo 

1 

2 

3 

4 

5 

6 

2 

2 

2 

4 

4 

H/F 

H/F 

H/F 

H 

H/F 

H/F 

H 

H/F 

No. 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

Author 

Wang et al. 

(1997) 

Wang & Chi 

(1998) 

Youn 

(1997) 

s, 
(mm) 

25.40 

21.00 

21.00 

s, 
(mm) 

22.00 

12.70 

12.70 

D 

(mm) 

10.23 

7.59 

7.30 

s 

(mm) 

2.870 

1.720 

2.084 

3.035 

1.104 

1.595 

1.104 

1.600 

0.990 

1.190 

1.390 

0.990 

1.190 

1.390 

0.990 

1.190 

1.390 

t 

0.130 

0.115 

0.11 

N 

4 

6 

6 

6 

2 

2 

3 

3 

1 

1 

1 

2 

2 

2 

3 

3 

3 

H/F 

H/F 

H/F 

H/F 

The potentially significant variables are: flow parameters (ReD 

and Pr), tube bank parameters (S„ S„ D, N), and the fin spac
ing^). Several different groupings of the dimensionless variables 
were tried in the development of the correlation. The set finally 
chosen was based on groupings that provided the best correlation. 
For each coil, two or three data points were used, which spanned 
the range of Reynolds numbers tested. Some authors (Rich, 1973, 
1975; Wang et al, 1997; Wang and Chi, 1998) provide data to 
Reynolds numbers as low as 200. At these low Reynolds numbers, 
some data for large tube rows and small fin spacing show some
what different behavior than others (a flattening characteristic). At 
this operating condition, the thermal effectiveness is very high, and 
the data are subject to significant experimental error. Thus, data for 
Reynolds numbers lower than 500 were not considered in this 
study. Care was taken to avoid biasing the correlation by including 
a large number of data points having a small range of particular 
geometric parameters. 

3 Heat Transfer Correlation 
For low-to-moderate Reynolds number, Rich's (1975) Fig. 14 

shows that the heat transfer coefficient decreases as the number of 
tube row increases. However, at high Reynolds numbers, turbu
lence produced by the tubes can make the multirow heat transfer 

Table 2 Data reduction details used by various investigators 

Authors 

McQuiston 

(1978b) 

McQuiston 

and Tree 

(1971) 

Rich(1973) 

Rich(1975) 

Wang et al. 

(1997) 

Wang and Chi 

(1998) 

Youn(1997) 

Num

ber of 

row 

4 

00 

4 

l t o 6 

2 to 6 

2 to 3 

1 to 3 

H-X 

analysis 

method 

Counter 

flow 

Cross flow 

for row 

Counter 

flow for two 

and more 

Unmixed-

unmixed 

cross flow 

Tube-by-

tube method 

Tube-side 

heat 

transfer 

Dittus-

Boelter 

(1930) 

Wilson 

Plot(1915) 

Gnielinski 

(1976) 

Experiment 

Fin 

efficiency 

Schmidt 

(1949) 

Sector 

method 

Schmidt 

(1949) 

Schmidt 

(1949) 

Contact 

resistance 

Included 

inh0 

Zero 

contact 

resistance 

Included 

inh0 

Included 

inh0 

Entrance 

and exit 

loss in Ap 

Explicitly 

appear 

Implicitly 

included 

Explicitly 

appear 

Implicitly 

included 
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Table 3 Limitations on correlations 

Re r 

Fig. 4 Error plot of the / factor correlation (Eq. (1)) 

coefficient greater than that for one row. The heat transfer corre
lation was developed in two steps. The first step developed a 
correlation for finned tube geometry having three tube rows. Then 
a multiplier was developed to account for the row effect of the 
coils having one or two tube rows. It is assumed that the heat 
transfer coefficients of the coils having three or more rows are 
negligibly different from that of three row coil. This procedure was 
taken by Gray and Webb (1986) to develop their own correlation. 
The number of tube rows, beyond which they assumed to have the 
same heat transfer coefficients, was four. In this study, three rows 
was chosen because new data of coils with 7-mm diameter tube by 
Wang and Chi (1998) and Youn (1997) do not contain four-row 
data as shown in Table 1. Three row was the largest value they 
tested. 

For a fin-tube heat exchanger, the fin area typically comprises 
more than 90 percent of the total air-side heat transfer area. Thus, 
no attempt was made to separate the heat transfer by the tube and 
that by the fin. After trying different combinations of the dimen-
sionless parameters, Eq. (1), which yielded the largest 7?-squared 
value, was finally chosen for the three-row ./'-factor correlation. 
One should note that Eq. (1) is the row-average value, not the local 
row value. 

JN=3 = 0.163 ReD°-3M(5,/S /)°")6( i/D)00138(5,/D)0 
(1) 

Figure 4 shows an error plot of the ;'-factor correlation. Examina
tion of the figure shows that 94 percent of the data are predicted 
within ±20 percent, and 82 percent of the data are predicted within 
±15 percent. The rms error of the correlation is 10.6 percent. The 
greatest data scatter occurs at low Reynolds numbers. At low 
Reynolds numbers, Wang and Chi's (1998) three-row data of coils 
with 7-mm diameter tube are generally underpredicted, and Mc-
Quiston's (1978b) four-row data are generally overpredicted. 
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Heat Transfer Correlation (N £ 3 ) 

505 S ReD 124707 , 0.857 £ S, / S, £ 1.654 
1.996<S./D<2.881, 0.081 £ s / D < 0.641 

Heat Transfer Correlation (N = 1,2) 

591 SReD< 14430, 1.154 < S,/S, £ 1.654 

2.399 < S, / D <; 2.877 , 0.135 < s / D < 0.300 

Friction Correlation 

505 £ ReD < 19766 , 0.857 < S, / S, £ 1.654 

1.966 <S, /D< 2.87/S, 0.081 < s/D < 0.641 

Several data sources were used to determine the effect of num
ber of tube rows on the ./-factor. These include Rich's (1975) one 
and two-row data, Wang et al.'s (1997) two-row data, Wang and 
Chi (1998) two-row data, and Youn's (1997) one and two-row 
data. Rich's data were obtained from coils with 13-mm diameter 
tube, Wang et al.'s data were from coils with 10-mm diameter 
tube, and Wang and Chi's and Youn's data for coils with 7-mm 
diameter tube. The previously described regression procedure was 
used to correlate the data, with results given by Eq. (2). It is noted 
that Eq. (2) is also the row average value. 

JN=1.2<JN~1 

= \.043[R^D
0A\Sl/Sl)^

56\s/D)^m(Sl/D),A1]{3-N) (2) 

An error plot of Eq. (2) is shown in Fig. 5. The figure shows that 
94 percent of the data are predicted within ±20 percent and 83 
percent of the data are predicted within ±15 percent. The rms error 
is 11.0 percent. Gray and Webb (1986) also developed a row-effect 
correlation. Their correlation is, however, based on single data 
source of Rich (1975). Several data sources were used for the 
present correlation, and thus, may yield a better row-effect predic-

Fig. 5 Error plot of the j factor correlation (Eq. (2)) 

Correlations 

Present 

Correlation 

Gray and 

Webb(1986) 

McQuison 

(1978a) 

Kayansayan 

(1993) 

Seshimo and 

Fujii (1991) 

Elmahdy 

and Briggs 

(1979) 

Table 4 

J 

All data 

10.7% 

17.8% 

40.3% 

42.7% 

28.5% 

41.5% 

rms errors of various correlations 

7 mm 

tube data 

13.1% 

31.4% 

63.7% 

56.1% 

40.5% 

27.9% 

f 

All data 

12.6% 

12.1% 

51.6% 

33.9% 

7 mm 

tube data 

12.7% 

16.9% 

66.4% 

45.9% 

Data sources 

Shown in Table 1 

McQuiston( 1978b) 

McQuiston and Tree 

(1971) 

Rich(1973,1975) 

CoxandJallouk(1982) 

Kays and London(1984) 

Rich(1973,1975) 

Kays and London(1984) 

McQuiston( 1978b) 

McQuiston and Tree 

(1971) 

Kayansayan (1993) 

Seshimo and Fujii 

(1991) 

Rich (1973) 

Kays and London (1984) 

Myers (1967) 

Briggs and Young 

(1963) 
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tion. Equation (2) implicitly shows that, as Reynolds number or 
tube-row increases, the ratio (JN=I,ZUN=I) approaches 1.0, which 
coincides with the general behavior of the heat transfer data of 
flnned-tube heat exchangers. Limitations on the correlations are 
listed in Table 3. 

One may choose different sets of dimensionless variables to 
correlate the data. For example, McQuiston (1978) and Kayan-
sayan (1993) chose a single "finning factor" (defined as fin area 
divided by total surface area) as the representative dimensionless 
geometric parameter. The present correlation has three geometric 
parameters (S,/Sh s/D, S,ID). For a single or two-row configu
ration, Seshimo and Fujii (1993) used an entrance length-based 
correlation. Table 4 compares the predictability of existing corre
lations. Present correlations (Eqs. (1) and (2)) show the best 
performance with 10.7 percent rms error when all data are con
sidered and 13.1 percent when only data of coils with 7-mm 
diameter tube are considered. The Gray and Webb (1986) corre
lation reasonably predicts the data. However, the prediction on 
data of coils with 7-mm diameter tube is rather poor. The reason 
for this is that the S,/D of the coils with 7 mm-diameter tube 
(Wang and Chi, 1998; Youn, 1997) is outside of the range of their 
correlation. The rms errors of other correlations are relatively 
large, which may be due to the limited data source used to develop 
the correlations. The data sources are listed in the last column of 
Table 4. 

4 Pressure Drop Correlation 

Unlike the heat transfer, a significant portion of the total pres
sure drop may be attributed to the tube because of the profile drag. 
Thus, the friction correlation was developed based on a superpo
sition model as discussed by Gray and Webb (1986). The total 
pressure drop AP is written as 

AP = APf + AP, (3) 

where AP, is the pressure drop caused by the drag force on the 
tubes, and APf is that caused by the friction on the fins. One may 
write equations for AP, and APf as 

A P = / A~c 2 7 

AfGl 
AP^fUc2~P 

A P , = / ( 

A, G\ 

'AC,,2P-

Substituting Eqs. (4)-(6) into (3), and solving for/gives 

(4) 

(5) 

(6) 

J 1 
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Fig. 7 Wang and Chi (1986) 7-mm tube coil data (s = 1.1 mm) compared 
with the present correlation and with Gray and Webb (1986) correlation 

f-f'J+'l1-* 1 -
Pf, 

(7) 

One may solve for ff if the tube bank friction factor / , is known. 
The state-of-the-art tube bank friction correlation is that of 
Zukauskas and Ulinskas (1983). The correlation is, however, lim
ited to S,/D < 2.5. The S./D of the 7 </> coils considered in this 
study is 2.88, which is outside range of the Zukauskas and Ulin
skas correlation. Thus, the Jakob (1938) correlation, which is 
applicable to S,/D = 3.0, was used instead. The Jakob correlation 
applicable to staggered tube layout is as follows: 

/ , = 
4 

0.25 + 
0.118 

[(S,/D)-1V J W 1 6 [(S,/Z» - 1]. (8) 

The present authors have compared the Zukauskas and Ulinskas 
correlation and Jakob correlation using the present data with 
S,/D < 2.5, where both correlations apply. Comparison revealed 
that the Zukauskas and Ulinskas correlation predicted 5.3 percent 
(on rms average, maximum 8.8 percent) higher values than the 
Jakob correlation. Using/,, as given by Eq. (8),/. was calculated. 
Then, the multiple regression method was used to develop the ff 

correlation, which is given by 

ft= 1.455 ReS°-656(5,/S/)-°-347(f/D)-ai34(5,/D)1 (9) 

Fig. 6 Error plot of the friction factor correlation (Eq. (9)) 

The friction factor of the finned-tube heat exchanger is obtained by 
substituting Eqs. (8) and (9) into Eq. (7), and solving for/. Unlike 
the heat transfer, the pressure drop generally do not show row 
effects. Thus, no attempt was made to make a separate row effect 
correlation. 

Figure 6 shows the ability of the correlation to predict the 
friction factor. The figure shows that 90 percent of the data are 
predicted within ±20 percent. The rms error is 12.6 percent. The 
greatest data scatter occurs at low Reynolds numbers. Wang et 
al.'s (1997) and Wang and Chi's (1998) data, which are overpre-
dicted at high Reynolds numbers, correspond to coils with large fin 
spacing. The fin spacings are shown in the figure. A similar trend 
was noted by Kim et al. (1997) for wavy plate-finned coils. The 
limitations on the correlation are listed in Table 3. 

The predictability of the existing correlations is shown in Table 
4. The present correlation (Eq. (9)) and the Gray and Webb (1986) 
correlation show approximately equal predictability when all the 
data are considered. However, the present correlation predicts the 
data of coils with 7-mm diameter tube better than the Gray and 
Webb correlation. The rms error of other correlations are rather 
large. 

Figure 7 shows Wang and Chi's (1998) data of the coil with 
7-mm diameter tube and 1.1-mm fin spacing compared with the 
predictions of the present (Eqs. (1), (2), and (9)) and Gray and 
Webb (1986) correlations. Present correlations reasonably predict 
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both the heat transfer and friction data, while the Gray and Webb 
correlation underpredicts the heat transfer data. 

S Conclusions 

In this study, air-side heat transfer and friction correlations are 
developed for plate finned-tube heat exchangers having plain fins. 
The present correlations extend the Gray and Webb (1986) corre
lation by adding new data with small tube diameter. The correla
tions were developed from a database containing tube diameters 
between 7.3 mm and 19.3 mm. The heat transfer correlation (Eq. 
(1)) is valid for three or more rows and predicts 94 percent of the 
data within ±20 percent. Equation (2) is the multiplier to account 
for the row effect for one or two-row configurations, which pre
dicts 94 percent of the data within ±20 percent. The rms error of 
the heat transfer correlation is 10.7 percent. The friction correla
tion (Eq. (9)) predicts 90 percent of the data within ±20 percent. 
The rms error is 12.6 percent. Limitations on the correlations are 
listed in Table 3. 
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Effects of Perpendicular Flow 
Entry on Convective Heat/Mass 
Transfer From Pin-Fin Arrays 
Convective heat transfer with pin-fin arrays have been studied extensively in laboratory 
experiments where flow is introduced to the array uniformly over the channel span. 
However, the flow path in actual cooling designs is often serpentine-shaped with multiple 
turns, and the pin-fin array section is often located immediately downstream of a turn. The 
present study, using an analogous mass transfer technique based on naphthalene subli
mation, investigates the effects of three different, nonaxial flow entries on array heat 
transfer for both an inline and a staggered arrangement of pins. The measurement 
acquires the mass transfer rate of each individual pin in a five row by seven column array 
for the Reynolds number varying from 8000 to 25,000. The mass transfer and associated 
flow visualization results indicate that the highly nonuniform flow distribution established 
at the array entrance and persisting through the entire array can have significant effects 
on the array heat transfer characteristics. Compared to the conventional case with 
axial-through flow entrance, the overall array heat transfer performance can be either 
enhanced or degraded, depending on the actual inlet arrangements and array configu
rations. 

Introduction 
Heat transfer with flow over an array of circular pin-fins has 

been the subject of extensive research in the past because of its 
importance in a wide variety of engineering applications. Pin-fins 
with small height-to-diameter ratios, namely on the order of unity, 
are often used as heat transfer augmentation devices for cooling of 
electronic components or turbine blades and vanes. For the latter, 
use of pin-fin arrays (the so-called pedestals) is especially viable 
for internal cooling passage near the blade trailing section where 
the pin-fins also serve a structural purpose in bridging the narrow 
span between the pressure and suction surfaces. 

Because of comparable sizes in fin height and diameter, imple
menting a pin-fin array in a cooling channel has a rather insignif
icant effect on increasing the area for heat transfer. The additional 
fin surface area is offset by the area covered underneath the fin 
base. Here the total heat transfer must include heat transfer from 
both the fin surface and the uncovered region on the endwall. 
Hence the fin/endwall interaction is expected to be the dominant 
feature for the convective transport with pin-fin arrays. This rep
resents a major divergence from the classical problem for long 
tube banks with crossflow (Zukauskas, 1972), where almost all the 
heat transfer takes place on the tube surface and the endwall effect 
is nonexistent. In general, short pin-fin arrays produce lower heat 
transfer than their long-cylinder counterparts. 

Heat transfer and pressure loss for short pin-fin arrays pri
marily directed to turbine blade cooling applications have been 
studied extensively since the early 1980s. A significant contri
bution was made by groups at NASA-Lewis (VanFossen, 1982; 
Simoneau and VanFossen, 1984; Brigham and VanFossen, 
1984) and Arizona State University (Metzger et al., 1982a, b, c, 
1984, 1986). They have examined the effects of pin and array 
geometries, flow parameters, and thermal conditions. Heat 
transfer results obtained include array-averaged Re-Nu corre
lations and row-resolved heat transfer distributions. Armstrong 
and Winstanley (1987) have compiled these findings for the 
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staggered arrays. Using a mass transfer subliming system, Chyu 
(1990) evaluated the effects of fillets at the cylinder-endwall 
junction. Without fillets, his mass transfer results agree very 
favorably with those reported earlier. Chyu and Goldstein 
(1991) investigated the influence of array geometry on the heat 
transfer from the uncovered region of the endwall. More re
cently, Chyu et al. (1998) made a comparison of heat transfer 
from the pin surface and from the uncovered endwall. They 
concluded that the magnitudes of spanwise-averaged heat trans
fer coefficient form these two participating surfaces are com
parable, when HID = 1 and SID = XID = 2.5. 

Compared to previous research, the present study focuses on a 
different issue, namely the effects of flow nonuniformity at the 
array inlet. Typically, in experimental simulations, the inlet flow 
direction is modeled parallel to the channel axis, normal to array 
rows. The variation of transport features among different fin ele
ments of the same row is virtually nonexistent. However, this is 
often not a realistic inlet configuration for heat exchangers, where 
coolant flow is usually subjected to severe turnings through a 
serpentine-shaped passage before entering the fin array. With the 
underlying goal of gaining further understanding toward the ef
fects of inlet condition, this study examines the case where flow 
enters the array immediately following a 90-deg turn. Figure 1 
shows a schematic view of the flow inlet along with two different, 
but parametrically related, array configurations; i.e. inline and 
staggered. Three different types of inlets were examined. One of 
them has flow entering from the side of the array (denoted as "S"), 
and the other two guides the flow vertically entering form the top 
wall of the array housing (normal to the figure plane, denoted as 
"C" and "L"). While all three inlets induce flow making a sharp 
90-deg turn before entering the test section, the direction of inlet 
flow is perpendicular to the fin axis for the case of side entry, and 
parallel to the fin axis for the top entries. The major difference 
between the two cases of top entry is the actual inlet location. Inlet 
"C" is located on the center of the array span along the symmetry 
line, while inlet "L" is offset to the lower side of the figure. All 
three inlets have the same cross-sectional shape and area. The 
effects of such nontraditional inlets on the heat transfer from the 
pin-fin arrays can be assessed through comparison with results 
obtained under normal flow conditions. 
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Fig. 1(a) In-line array 

3 4 6 6 7 

Fig. 1(b) Staggered array 

Fig. 1 Pin-fin arrays with perpendicular inlet 

Experimental Apparatus and Procedures 
The pin-fin elements are perfectly cylindrical in shape and made 

of aluminum rods approximately 12.5 mm in diameter. Geomet
rically, an array is determined by the cylinder diameter (D), the 
cylinder height (H), and the spacings between neighboring fin 
elements in both spanwise and streamwise directions. To facilitate 
a rational comparison, the two arrays studied have identical geo
metric parameters that are very typical of those employed in 
practice; i.e., HID = 1, SID = XID = 2.5. These array geom

etries can be achieved by shifting the even number rows of one 
array by one-half spanwise fin spacing relative to those of the other 
array. There are seven rows for both arrays, but the total number 
of fin elements is different. For the in-line array, each row has five 
pins giving a total of 35 pins. On the other hand, the number of 
pins per row in the staggered array alternates with five in the odd 
number row and four in the even number row, a total of 32 pins. 

The test channel which houses the fin arrays is made of alumi
num tooling plate and has a rectangular cross-section, 159 mm 
wide and 12.7 mm high. Downstream of the test section is a 
230-mm long discharge duct, which is approximately ten times the 
hydraulic diameter of the test section. Inlet flow to the array is 
introduced through a rectangular opening (25.4 mm wide and 12.5 
mm high) on one side of the test channel. The center of the first 
row of pins is about two pin-spacings from the furthest edge 
(lower-left corner in Fig. 1) of the test section. Attached to the 
opening is an approximate 455-mm long aluminum duct which 
serves as the entrance section. Airflow is supplied by a 50 HP 
compressor and is monitored by a pressure regulator, a control 
valve, and an orifice before reaching the test section. 

The present experiment uses an analogous mass transfer tech
nique with subliming naphthalene instead of direct heat transfer 
measurements. The same technique has been employed earlier 
pin-fin studies by Chyu et al. (1990, 1991, 1998). To ease the 
experiment and to facilitate a direct comparison with the baseline 
data reported by Chyu (1990), only the surface of each pin element 
is mass transfer active. Understandably this arrangement may 
present a different thermal condition compared to reality. How
ever, earlier studies (Metzger et al., 1982; Chyu, 1990) have 
suggested that, within the present test range, the spanwise-
averaged heat transfer coefficients on the pin surface and on the 
uncovered endwall are quite comparable, within ten percent in 
most cases. Chyu et al. (1998) recently also confirmed this finding 
and reported that the heat transfer coefficient on the pin surface 
varies insignificantly with different thermal boundary conditions 
on the endwall. This implies that the values of heat transfer 
coefficient obtained from the heated pins alone are reasonably 
representative over the entire array. In addition, since the primary 
focus of this study lies in the effect of array inlet geometry, which 
is largely hydrodynamic in nature, the exactness of thermal con
dition is deemed to be a secondary issue, provided that it is the 
same for all of the cases compared. 

Each experiment starts with preparation of naphthalene coating 
on the pin-fin surface. This is achieved by dipping the cylinder, 
with both ends taped, into a pool of nearly boiling, molten naph
thalene. During the dip, the cylinder is held by a tweezers at both 
ends and immersed in the liquid naphthalene for about one second. 
The naphthalene solidifies almost instantly after removal from the 
pool and forms a nearly 2-mm thick layer on the cylinder surface. 

Nomenclature 

D = pin-fin diameter 
H = pin-fin height 
h = heat transfer coefficient, Eq. (1) 

h„, = pin-resolved naphthalene mass 
transfer coefficient, Eq. (2) 

k = thermal conductivity 
m = mass transfer flux of naphthalene 

from pin-fin surface 
n = power index 

Nu = Nusselt number, hD/k 
Pr = Prandtl number, via 
q = heat flux from pin-fin surface 

Re = Reynolds number, U,„Dlv 
S = pin spacing in spanwise direction 

Sc = naphthalene-air Schmidt number, 
vIK = 2.5 

Sh = pin-resolved naphthalene mass 
transfer Sherwood number, h„D/K 

T = temperature 
U,„ = mean flow in the minimum flow 

area 
X = pin spacing in streamwise direction 

Greek Symbols 

a = thermal diffusivity 
K = naphthalene-air diffusion coefficient 

v — kinematic viscosity of air 
p„,,„ = vapor mass concentration or den

sity of naphthalene on pin-fin sur
face 

p„,(, = vapor mass concentration or den
sity of naphthalene in flow bulk 

ps = density of solid naphthalene 

Subscript 

A = array-averaged 
b = bulk 
C = column-averaged 
R = row-averaged 
w = wall, fin surface 
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Such a coating process generally results in a quality surface, so no 
additional polishing or machining procedure is necessary. After the 
coating process, the cylinders are stored in a tightly sealed plastic 
box for at least 15 hours to ensure that they attain thermal equi
librium with the surrounding air. 

Before a test run, all fins are separately weighed using an 
electronic balance with an accuracy of 10~2 mg in a 166-g range. 
The pin fins are then screw-mounted on the bottom wall of the test 
section in the desired array geometry. The entire assembly is 
completed when the top wall is fastened and sealed. When in 
place, the top wall touches the upper end of each pin-fin, ensuring 
that no apparent gap is present between the wall and fin. Having 
assembled the test section, the compressed air is induced and flows 
through the channel for about 30 minutes. During the test run, the 
system temperature is determined by the average readings of four 
thermocouples embedded on the inner surface of the two endwalls. 
The system temperature is used to evaluate the naphthalene vapor 
concentration, p„„, on the fin surface. Since the value of p„„ is 
very temperature sensitive, an isothermal system is highly desir
able. A test is considered to be a failure and discarded if any two 
of the four thermocouple readings differ more than 0.2°C. After 
the test run, all fins are unscrewed and removed from the channel 
and each is weighed again. The weight difference for each indi
vidual fin yields the amount of naphthalene sublimed during the 
test run. The average naphthalene mass sublimed is approximately 
20 mg, which amounts to less than ten percent of initial mass of 
naphthalene coated on the pin surface. 

As an auxiliary study, the streakline patterns on the endwall are 
visualized using the oil-graphite technique. These patterns directly 
substantiate the interpretation of the mass transfer results. To 
facilitate appropriate visual access for the streakline photographs, 
the aluminum wall atop the test channel is replaced by a transpar
ent Plexiglas plate. 

Heat/Mass Transfer Analogy and Data Reduction 
The convective heat transfer coefficient, h, of each fin element 

is given by 

h = ql{Tw - T„) (1) 

where T* and Tb are the element wall temperature and the bulk 
mean temperature in the channel, respectively. By analogy (Eckert, 
1976), the mass transfer coefficient, hm, of each circular fin is 

hm = m/(pVxW - p„,6) (2) 

where m is the mass transfer rate per unit area which can be 
calculated from the weight change of the coated pin before and 
after the experiment. The naphthalene concentration at the wall, 
p„,„, is obtained by evaluating the time-averaged naphthalene 
vapor pressure using the pressure-temperature correlation of Am
brose et al. (1975) in conjunction with the ideal gas law. 

The value of naphthalene concentration in the bulk flow at a 
given row is determined by the total mass transfer upstream. The 
increase in bulk concentration naphthalene vapor within the do
main of a specific row j can be expressed as 

Ap„,(, = Mj/Q (3) 

where Mj is the mass transfer per unit time from all fin surfaces of 
the entire row j , and Q is the volumetric air flow rate through the 
channel. Since the air flow at the channel inlet is naphthalene free, 
it leads to 

Ap„,„ = £ M/Q. (4) 
i 

As the mass transfer system is essentially isothermal, the naphtha
lene vapor pressure and vapor concentration at the wall are con
stant. In heat transfer, this is equivalent to a wall boundary con

dition of constant temperature on the fin surface, and the fins thus 
can be regarded to have an ideal 100 percent efficiency. 

The dimensionless pin-resolved mass transfer coefficient, Sher
wood number, Sh, is defined by 

Sh = hmD/K (5) 

where K is the naphthalene-air diffusion coefficient which is 
determined by taking the Schmidt number equal to 2.5 (Sparrow 
and Ramsey, 1978); i.e., 

Sc = iVK. (6) 

Since the naphthalene concentration in the boundary layer is 
extremely small, the kinematic viscosity, v, uses the value of air 
under the operating conditions. By analogy, the Sherwood number 
can be transformed to its heat transfer counterpart, the Nusselt 
number (Nu), using the relation 

Nu/Sh= (Pr/Sc)" (7) 

where Pr is the Prandtl number and the power index n is approx
imately equal to 0.4, according to Sparrow and Ramsey (1978). 
Using air (Pr = 0.7) as the coolant, a direct conversion relationship 
can be obtained, 

Nu = 0.6 Sh. (8) 

Most of the results presented in this study are in the form of 
pin-resolved mass transfer Sherwood number (Sh). The uncer
tainty analysis with a 95 percent confidence level in the measured 
parameters is based on the method of Kline and McClintock 
(1953). One of the major errors contributing to the value of Sh is 
the uncertainty of naphthalen-to-air diffusion coefficient, K, 
which, in turn, is a strong function of temperature during the 
experiment. The uncertainty of temperature reading is about ±0.1 
C, which corresponds to approximately two percent, error in K. 
The second major error is the uncertainty in measuring the flow 
rate or Reynolds number in the air supply system, which is about 
four percent. The third error, which is relatively insignificant (< 1 
percent), is the uncertainty of the naphthalene weighing system as 
well as excessive natural sublimation before and after the experi
ment. Combining all these errors leads to about seven percent 
overall uncertainty for Sh. The repeatability for all the test runs is 
about the same value. 

Results and Discussion 

One of the most important features inherited in pin fin arrays 
with conventional, through-flow entries is the variation of the 
row-resolved heat transfer coefficient. According to Metzger et al. 
(1982a), and Chyu et al. (1990, 1998), the maximum Nusselt 
number occurs at the second row and the third row for the inline 
and staggered array, respectively. Such a maximum is a result of 
two competing effects. Heat transfer from a fin element can be 
substantially promoted by direct wake shedding generated from 
the elements situated upstream. On the other hand, heat removed 
from the elements upstream elevates the bulk mean temperature in 
the channel, which reduces the driving potential for convective 
heat transfer. With this notion in mind, the highest row-resolved 
heat transfer should occur at the upstream-most row that is sub
jected to direct wake shedding. The Nusselt number in the down
stream row to the maximum displays virtually a constant value as 
the heat convection in the housed channel reaches a fully devel
oped status. 

Figures 2 and 3 show the relative magnitude of mass transfer 
among all individual elements for the inline array and staggered 
array, respectively. The numerical value marked beside each ele
ment is the ratio of its pin-resolved Sherwood number to the 
Sherwood number averaged over the entire array, ShA. The values 
marked outside the figure border are the normalized row-average 
(Sh«, top border) and column-average Sherwood numbers (Sh,., 
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Fig. 2 Pin-resolved mass transfer-in-line array 

right border). Although the cases shown in Figs. 2 and 3 have 
different Reynolds numbers, the normalized mass transfer data 
revealed in each figure are representative of the specific array 
geometry and are relatively independent of the Reynolds number. 
According to Chyu (1990), the reference values of Shs/Slu from 
row 1 to row 7 for the inline array with a uniform flow entry 
without a reduced inlet-area and turn are 0.92, 1.08, 1,04, 1.01, 
1.00, 0.99, and 0.98. The corresponding values for the staggered 
array are 0.88, 1.01, 1.11, 1.04, 1.01, 0.99, and 0.97. As a result, 
the maximum variation in row-resolved mass transfer for both 

reference arrays is about ±10 percent. Note that, due to symmetry, 
no variation in Sh„ exists in these cases. 

As a contrast to the case with straight entry, Figs. 2 and 3 reveal 
strong spatial nonuniformity and complex distribution in pin-
resolved mass transfer. The variation between the highest and the 
lowest Sherwood number in an array is by a factor of 3 to 5. Except 
for the case with side entry (Figs. 2(c) and 3(c)), the pin immedi
ately downstream to the inlet always experiences the highest 
transfer coefficient over the entire array. The magnitude of such a 
maximum is about 2 to 2.5 times the array averaged value. This 
localized mass transfer elevation appears to be induced by a 
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streakline traces revealed in Figs. 4(a), 4(b), 5(a), and 5{b) indicate 
that flow spreading near the impingement region produces a very 
nonuniform velocity profile across the span just ahead of the array. 
Such an unevenness in flow distribution is responsible for the 
spanwise variation of mass transfer for pins located in the same 
row. The elevated mass transfer from the pin closest to the inlet 
appears to be induced by the combination of high-flow speed and 
impingement-enhanced turbulent mixing near the region. This 
effect is especially evident in the first two rows of the cases with 
a central inlet (Figs. 2(a) and 3(a)). In addition to spanwise 
nonuniformity, the mass transfer in these upstream rows also 
shows a decreasing trend toward downstream. Due mainly to the 
mixing promoted by pins upstream, the mass transfer coefficient 
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for pins located downstream to the third row becomes quite uni
form. These features prevail in both inline and staggered arrays. 

Influenced by the peculiar inlet location and sidewall presence, 
the mass transfer results for the lower top-wall entry (Figs. 2(b) 
and 3(b)) exhibit a great asymmetry. Pins located along the paths 
of higher flow rate (columns 1 to 3) inherit higher mass transfer 
coefficients than those located off the main flow paths (columns 3 
to 5). The unevenness of flow distribution is quite evident, accord
ing to the endwall streakline photos (Figs. 4(b) and 5(b)). The 
region of dark, graphite accumulation corresponds well to the zone 
of low mass transfer. One distinct feature between the two streak-
line photos is that the main flow tends to move diagonally across 
the staggered array, while the flow moves primarily straight 
through the inline array. This may be caused by differences in 
array geometry and form-induced pressure characteristic. Further 
examining the streakline photos reveal that the inlet flow is sub
jected to a second impingement on the farther sidewall of the test 
channel. As a result, the pins located in the first few rows of 
column 5 exhibit substantially higher mass transfer than those of 
the neighboring columns. 

The normalized pin-resolved mass transfer for arrays with a side 
entry are shown in Figs. 2(c) and 3(c). Compared to the cases with 
a top entry, one marked distinction here is the absence of direct 
impingement of inlet flow on the base plate. The pin elements of 
higher mass transfer are all located in columns 4 and 5, far away 
from the flow inlet. This implies that a large fraction of the 
entrance flow proceeds from the side entrance toward the opposite 
side of the housed channel before turning into the array. The 
streakline photos (Figs. 4(c) and 5(c)) confirm such a speculation. 
The appearance shows clearly that the entrance flow proceeds in 
the perpendicular entry direction past columns 1 to 3 and only at 
the end of its spanwise travel turns into columns 4 and 5. The 
patterns further reveal that the flow, after turning, is largely con
centrated around the pins of columns 4 and 5 for its travel through 
the upstream portion of the array. In other words, the pins in 
columns 1 and 2 are in relatively stagnated or slow moving flow 
regions virtually throughout the array. In fact, flow in this region 
is subjected to a mild recirculation oriented in the clockwise 
direction. The flow encircling the recirculating zone shows a 
diagonal movement, particularly for the staggered case. Although 
photos of flow patterns for other Reynolds numbers are not shown 
here, the actual size of such a low-speed zone appears to decrease 
with an increase in Re. 

Figure 6 shows the average mass transfer results over the 
entire array. Note that the figure ordinate uses ShA/Sc04 which 
is analogous to NuA/Pr04 for heat transfer. Corresponding data 
for the baseline cases with a straight, uniform flow entry re
ported by Chyu (1990) are also included in the figure for 
comparison. The collective results confirm a general notion 
that, for a given Reynolds number or flow rate, the overall heat 

transfer of a staggered array is higher than that of a correspond
ing in-line array. This trend is consistent regardless of different 
arrangements in flow entry. However, varying the flow inlet 
conditions can substantially change the heat transfer character
istics, both in the amount involved and the extent of Reynolds 
number dependency. The values of an average Sherwood num
ber for the cases with a perpendicular flow entry from the top 
wall are significantly higher than those of the baseline cases 
with a uniform flow entry. For the staggered array, the increase 
is about 35 to 60 percent for the lower inlet ("L"), and an 
another 15 to 20 percent increase for the central inlet ("C"). On 
the other hand, the increase for the in-line array is virtually the 
same, approximately 100 percent, for both types of inlets. The 
actual Sh/| values of these in-line cases, in fact, are comparable 
to that of the staggered array with a lower inlet. In contrast, the 
corresponding magnitudes of an array-averaged transfer coef
ficient with a side entry are nearly 20 percent lower compared 
to the baseline case. The level of such a reduction is virtually 
the same for both arrays. The sizable low-speed zone with 
degraded mass transfer adjacent to the flow inlet is responsible 
for this phenomenon. 

Also revealed in Fig. 6 is a general trend of pin-fin heat transfer 
that the array-averaged Sherwood number or Nusselt number 
increases with the Reynolds number. However, the level of Re-
dependency varies among different entry arrangements. The power 
index for both arrays with a side entry shows a value about 0.6, 
which is comparable to that with a conventional through-flow 
entry. The corresponding power indices for the other two top-wall 
entries ("C" and "L") are higher, around 0.7 to 0.75. Apparently, 
the flow impingement followed by a sharp, 90-deg turn near the 
array inlet has altered the general features of pin-fin heat transfer 
collectively reported in the open literature. 

Concluding Remarks 

An experimental study, using a mass transfer analogy, has 
investigated the effects of three different perpendicular flow en
tries on pin-fin array heat transfer performance for both in-line and 
staggered pin configurations. Mass transfer rates are determined 
for each pin in 7 row by 5 column arrays and are then reduced to 
pin-resolved Sherwood numbers. The mass transfer and associated 
flow visualization results indicate that the effects of perpendicular 
flow entry on the array heat transfer characteristics can be severe. 
A large variation in mass (heat) transfer across the rows associated 
with highly nonuniform flow distribution prevails at the array 
entrance and persists through the entire array. For both arrays, the 
perpendicular flow always produces two distinctly different re
gions with differences of pin-resolved mass transfer as high as 
three to five times. All tests reveal one region of fast-moving 
through-flow with elevated mass transfer while the remaining 
regions of the array experienced relatively stagnant flow and 
consequently much lower mass transfer. The specific locations of 
these regions depend critically on the actual arrangement and 
geometry of flow inlet. The highly localized mass transfer varia
tion has a significant implication to the overall array-averaged heat 
transfer performance. The present results indicate that implemen
tation of flow entering from the top wall can further enhance the 
array heat transfer by nearly a factor of 2 compared to the case 
with the conventional, uniform flow entry. In contrast, a side entry 
can result in an about 20 percent reduction in overall heat transfer 
from the array. The quantitative information obtained from this 
study may be used as an adjusting factor for the existing pin-fin 
heat transfer data when the actual applications involve nonaxial 
flow inlets. 
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Constructal Trees of Convective 
Fins 
This paper extends to the field of convective heat transfer the constructal theory of 
optimizing the access of a current that flows between one point and a finite-size volume, 
when the volume size is constrained. The volume is bathed by a uniform stream. A small 
amount of high-conductivity fin material is distributed optimally through the volume, and 
makes the connection between the volume and one point (fin root) on its boundary. The 
optimization proceeds in a series of volume subsystems of increasing sizes (elemental 
volume, first construct, second construct). The shape of the volume and the relative 
thicknesses of the fins are optimized at each level of assembly. The optimized structure 
emerges as a tree of fins in which every geometric detail is a result of minimizing the 
thermal resistance between the finite-size volume and the root point (source, sink). 
Convection occurs in the interstitial spaces of the tree. The paper shows that several of 
the geometric details of the optimized structure are robust, i.e., relatively insensitive to 
changes in other design parameters. The paper concludes with a discussion of constructal 
theory and the relevance of the optimized tree structures to predicting natural self-
organization and self-optimization. 

1 Constructal Theory 

Constructal theory is the thought that the geometric form visible 
in natural flow systems is generated by (i.e., it can be deduced 
from) a single principle that holds the rank of law (Bejan, 1996, 
1997a, b). The constructal law was first stated for open (flow) 
systems: "For a finite-size system to persist in time (to live), it 
must evolve in such a way that it provides easier access to the 
imposed currents that flow through it." This statement has two 
parts. First, it recognizes the natural tendency of imposed currents 
to construct shapes, i.e., paths of optimal access through con
strained open systems. The second part accounts for the evolution 
(i.e., improvements) of these paths, which occurs in an identifiable 
direction that is time itself. 

The above formulation of the constructal law refers to a system 
with imposed flow streams, in and out. If the system is isolated and 
initially in a state of internal nonequilibrium, it will create optimal 
geometric paths for its internal currents. The constructal law then 
is the statement that the isolated system selects and optimizes its 
internal structure (flow paths) to maximize its speed of approach to 
equilibrium (uniformity, no flow, death). 

The constructal law was conceived as a purely theoretical way 
of accounting for the billions and billions of natural patterns that 
have been recognized empirically as "self-organization" and "self-
optimization." Some of these patterns (e.g., tree networks) have 
been subjected to the descriptive (not theoretical) technique of 
fractal geometry. 

The constructal optimization of paths for internal currents was 
first proposed in the context of urban growth (Bejan, 1996) and 
pure heat conduction (Bejan, 1997a, b). In the latter, the channels 
were inserts of high thermal conductivity in a background medium 
(the interstitial material) that had lower thermal conductivity. The 
volume generated heat at every point, and was cooled from a single 
point (the sink). The method was since extended to fluid flow 
(Bejan, 1997c; Bejan and Errera, 1997) by recognizing the heter
ogeneity associated with low-resistance flow through tubes em
bedded through a diffusive material with higher resistance (e.g., 
Darcy flow). Additional extensions of the method are reviewed in 
Bejan (1997b, d) and Section 6. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT 
TRANSFER. Manuscript received by the Heat Transfer Division, Oct. 1, 1998; revision 
received, Apr. 5, 1999. Keywords: Finned Surfaces, Geometry, Heat Transfer, Opti
mization, Thermodynamics. Associate Technical Editor: T. F. Chung. 

In his Donald Q. Kern award lecture, Kraus (1997) showed that 
complex networks of fins constitute an important class of heat 
transfer devices that can be analyzed based on the linear transfor
mations involving the solutions to the individual fin equations. The 
most common type of fin network is the "tree," in which several 
fins are attached to a central stem that makes the ultimate connec
tion between the convective space and the wall (the fin root). This 
is an important heat transfer augmentation technique in the cooling 
of electronics packages, where it is also known as the "fin bush" or 
the "fin tower" (Kraus, 1997; Hamburgen, 1986). Most recently, 
the same structure has generated interest in chemical engineering 
(Lin and Lee, 1997a) and entropy generation minimization (Lee 
and Lin, 1995; Lin and Lee, 1997b), where the analyses were 
based on concepts of fractal geometry. 

Kraus' (1997) lecture on fin networks coincides with the devel
opment of constructal theory as a method of optimizing geomet
rically the heat-flow path between one point and a finite-size 
volume, and a physics principle for the existence of geometrical 
form in natural systems far from equilibrium. This coincidence is 
an excellent opportunity to optimize the geometry of a fin tree 
from the constructal point of view, because the very reason for the 
existence of the fin tree in engineering is the maximization of the 
thermal conductance between the root point and the fixed volume 
(with convective flow) that is allocated to that point. 

The objective of the present paper is to optimize the architecture 
(shapes, structure, dimensions) of a tree of fins by using construc
tal theory. It is to take the constructal method out of the field of 
conduction, pure conduction and pure fluid mechanics, where it 
has been applied until now, and to extend it to volume-constrained 
systems in which the transfer of heat at the smallest (interstitial) 
scales is by convection. Unlike in the fin-tree studies mentioned in 
the above paragraphs, the focus of the present paper is on geomet
ric optimization, not on analysis. We are interested in a simple and 
robust method that leads not only to the optimal architecture of the 
point-to-volume heat path, but also the existence of the fin tree as 
the visible component of that path. 

2 Elemental System 

For simplicity, we consider the two-dimensional volume of 
frontal area A and length W, where W is aligned with the 
freestream ([/«, T„) (Fig. 1(a)). The problem consists of distrib
uting optimally through this volume a fixed amount of high-
conductivity (kp) material, which takes heat from one spot on the 
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Fig. 1 (a) Volume (AW) serving as convective heat sink for a concentrated heat current (q), and (fa) the 
smallest volume element defined by a single plate fin 

boundary and discharges it throughout the volume. We may think 
of the boundary spot as the external surface of an electronic 
module that must be cooled. In this case the volume A W is the 
space that is allocated for the purpose of cooling the module by 
forced convection. This volume constitutes an overall constraint. 

As in the conduction applications of the constructal method, we 
start the space-filling optimization sequence from the smallest 
finite size scale. The smallest system (the "elemental system" in 
constructal terminology) consists of a two-dimensional volume 
HaLQW, in which there is only one blade of kp material (Fig. 1(b)). 
The thickness of this blade is D0. Heat is transferred from one 
boundary spot (T0, at the root of the fin) to the entire elemental 
volume. If we neglect the heat transfer through the fin tip, and if 
we adopt the most common unidirectional fin conduction model 
based on the assumptions listed by Gardner (1945), then the heat 
transfer rate is 

qo 
(T0-T„)W 

= (2kpD0h0)
 m tanh 

2/jf, 1/2 -\ 

Unlike the conduction applications of the constructal method, 
where it was possible to optimize the shape of the elemental 
volume, in the present problem the thickness of the elemental 
volume (//(,) is fixed because it is the same as the optimal spacing 
between two successive ZVthick plate fins. The spacing is optimal 
when the laminar boundary layers that develop over the sweep 
length W became thick enough to touch at the trailing edge of each 

plate fin (Watson et al, 1996). This feature is illustrated in Fig. 
1(c). Specifically, the optimal spacing (H0 — D0 ~ Ha) is 
determined uniquely by the swept length W and the pressure 
difference AP maintained across the swept volume (Bejan and 
Sciubba, 1992), 

Ho 

W ' 
2.73 

W2AP (2) 

Using the solution reported in Bejan (1995), it can be shown that 
the minimized thermal resistance that corresponds to this spacing 
is also characterized by an average heat transfer coefficient that is 
given approximately by 

)l0 = 0.55 rr; 
IV2AP 

W \ fjia 
(3) 

The factor AP that appears in Eqs. (2), (3) refers to the pressure 
difference that is maintained in the W direction (e.g., by a fan), 

0 ) where H0 X L0 is the cross section of a duct. If the //0-wide 
channel is open to one side (the side that would connect the tips of 
two successive fins), and if the entire assembly is immersed in a 
stream of velocity U„, then Eqs. (2), (3) are adequate if AP is 
replaced by the dynamic pressure associated with the free stream, 
AP = pUl/2. The correctness of Eqs. (2), (3) in correlating the 
optimal spacing between parallel plates immersed in a freestream 
has been demonstrated numerically (e.g., Morega and Bejan, 
1994). 

Nomenclature 

A = frontal area, m 
Ap = frontal area occupied by the fin 

profile, m2 

D = fin thickness, m 
h = heat transfer coefficient, W/m2K 
ft = dimensionless heat transfer coeffi

cient, Eq. (27) 
H = height, m 
k = fluid thermal conductivity, W/mK 

kp = fin thermal conductivity, W/mK 
. L = length, m 

n = number of constituents in an as
sembly 

q = heat current, W 
7*0,1,2 = root temperature, K 

T„ = freestream temperature, K 
U„ = freestream velocity, m/s 
W = width, m 
a = fluid thermal diffusivity, m2/s 

AP = pressure difference, bar 
/u, = viscosity, kg/sm 
p = fluid density, kg/m3 

</> = volume fraction of fin material, 
4> = A /A 

<t> = dimensionless parameter propor
tional to 4>, Eq. (14) 

(),„ = maximized once 
(),„„, = maximized twice 

()o = elemental system 
( ) i = first construct 
( ) 2 = second construct 
(~) = dimensionless variables, Eqs. 

(6)-(8), (11), and(15)-(17) 
O = dimensionless variables, Eq. (26) 
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Fig. 2 The first assembly consisting of a large number of elemental 
volumes (Fig. 1(b)) 

We now proceed toward larger scales by recognizing that at the 
elemental level the ha and H0 values provided by Eqs. (2), (3) are 
two known constants. The known and fixed scales of the smallest 
volume element are essential features of the constructal method of 
minimizing the flow resistance between a volume and one point 
(Bejan, 1997a, b). The length L0 will be determined next, based on 
the optimization of the first construct, because it is equal to half of 
the transversal dimension of the first construct (L0 = H,/2, Fig. 
2). 

3 First Construct 

The next volume subsystem is the first assembly of constant 
frontal area HtLi = A,, which is shown in Fig. 2. The shape of 
this volume (HXILX) is free to vary. The assembly is defined by a 
central blade of thickness / ) , , which is connected to all the 
elemental volumes that are needed to fill the A, IV volume. Note 
that the D, blade connects the roots of all the D0 fins. When the 
number of elemental volumes in this assembly is large, the cooling 
effect provided by the D0 fins is distributed almost uniformly 
along the D, stem. In this limit the D, stem functions as a fin 
immersed in a convective medium with constant heat transfer 
coefficient. The effective heat transfer coefficient of this medium 
(h,) can be deduced from Eq. (1) by noting that each q0 current 
flows out of the £>, blade through an area of size H0W. In other 
words, we combine h, = q0/[H0W(T0 — T J ] with Eq. (1) and 
L0 = HJ2, and obtain 

1 
(2kpD0h0)

 m tanh 
2 V 

k„D0 

1/2 ff, 

~2 (4) 

The Dx blade functions as a fin with insulated tip, therefore we 
write cf. Eq. (1) 

<7i 

(7"i TJW 
(2/t,,D1ft,)"

2 tanh 
2/i, 

(5) 

We will show that the geometry of the first assembly repre
sented by Eqs. (4) and (5) has two degrees-of-freedom. The search 
for the optimal geometry is aided by the introduction of the 
dimensionless quantities 

<i\ (r , - T„)Wh0H0 
h,= (6) 

D0k„ £>,*„ 
U°-h0Hl Ui haHl 

H'~H0
 L'-H0-

(7) 

(8) 

Equations (4) and (5) become 

hl = (2D0)
m tanh [(2A,)-"2;?,] 

<?, = (25,A1)"2tanh 

(9) 

(10) 

There are two constraints that must be satisfied. First, the volume 
constraint HXLX = A{ now reads 

BA=AX. (11) 

The total frontal area of all the kp blades is 

A,,, = £>,L, + niD0L0 (12) 

where n i is the number of elemental systems contained by the first 
assembly, n, = 2LJH0. The k,, material in constraint (12) as
sumes the dimensionless form 

(13) 

in which we wrote $ , for the design parameter that accounts for 
the volume fraction 4>, = ArJAx occupied by the high-
conductivity material, 

$ i = 4>i hnHn 
(14) 

The objective is to maximize the qx expression of Eq. (10) 
subject to Eqs. (9), (11) and (13), and to determine the optimal 
geometry represented by the aspect ratios H,/L, and DJD0. 
Figure 3 shows that qt can be maximized twice, by selecting the 
two aspect ratios: their optimal values are approximately (//,/ 
£.) . 2 and (DJDo), 4. The exact results of this double 
maximization procedure are reported in Figs. 3-5 as functions of 
At and <!>,. 

The lower part of Fig. 3 shows that the optimal aspect ratio of 
the assembly is approximately 2 in the entire {A,, <&,) range that 
we considered. This is a robust optimization result, which also 
agrees numerically with a corresponding shape optimum in tree 
networks for heat conduction (Bejan, 1997a, b). An alternate 
presentation of the optimal shape information of Fig. 3 is the 
optimal number of elemental systems, which is shown in the upper 
part of Fig. 4. Recall that nUopt = 2LliOpI///0. The large A, values 
used on the abscissa are required by the geometric relation A, > 
Hi. The large <J>, values are due to the factor kplh0H0 on the right 
side of Eq. (14), in spite of the fact that the volume fraction (j>, is 
generally small. To see the origin of the large $ , values, assume 
that the fluid and its velocity are such that Eq. (2) yields H0/W = 
0.1. The corresponding result deduced from Eq. (3) using for k the 
thermal conductivity of room-temperature air is haW = 0.38 
W/mK. Next, in Eq. (14) we substitute for kp the thermal conduc
tivity of commercial copper, and obtain $ i = 4>, • 104. 

The second geometric feature that was optimized is the ratio of 
the two plate thicknesses, which is shown in the lower part of Fig. 
4. The ratio (£>,/D0)opt varies as (D,/D0)opt s 1.4A,"2 when <J>, > 
103. The effect of the volume fraction <J>j is weak. Most interesting 
is that the two graphs of Fig. 4 are very similar: the optimal ratio 
of fin thicknesses is almost equal to the optimal number of ele
mental systems assembled. This means that in the first construct 
the cross section for fin conduction is conserved in going from the 
elemental constituents to the central stem, i.e., n,D0 s= D,. 

Figure 5 shows the results obtained for the twice-maximized 
overall heat transfer rate of the first assembly, ^ lmm. This quantity 
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10 20 

Fig. 3 The double maximization of the overall thermal conductance, and 
the optimal shape of the first assembly 

is almost proportional to A,, i.e., proportional to the size of the 
volume allocated for the removal of the heat current q, by con
vection. The 4>i effect is weaker but not negligible: The heat 
transfer rate decreases as the amount of high-conductivity material 
decreases. The effects of the volume size (A,) and fin material 
(4>i) on the heat transfer rate are not unexpected: More space and 
more fin material mean more heat transfer. 

In Fig. 6 we show the evolution of the twice-optimized geom
etry of the first assembly, while the size parameter A, increases at 
constant volume fraction of fin material (<t>i = 1000). In other 
words, the amount of fin material increases in proportion to the 
volume occupied by the fin tree. The drawing was made by 
assuming that 4>i = 0-1. o r ^ I = 104$i as in the preceding 
numerical example. Each frame was drawn to scale in order to 
show the growth of the volume occupied by the assembly. The role 
of unit length is played by the thickness of the elemental volume 
(H0), which is constant according to the discussion that followed 
Eqs. (2), (3). The exhibited structures were selected to correspond 
to even values of n i; the corresponding values of the assembly size 
parameter A, are also listed. 

Two invariant features of the fin trees of Fig. 6 are worth noting. 
The overall shape of the volume occupied by the assembly does 
not change much as the volume size increases. This feature is an 
illustration of the (HJLX)0^ results reported in Fig. 3. Another 
feature is the thickness of the elemental fin, D0,oPt. which does not 
vary from frame to frame in Fig. 6. It can be verified that when the 
elemental spacing H0 and the volume fraction 4>i are fixed, the 
optimized thickness of the elemental fins is also fixed. If in the 
preceding numerical example H0 = 0.5 cm, then D0,opi

 = 0.025 
cm in all the frames of Fig. 6. The corresponding thickness of the 
trunk, DUop, takes the values 0.25 cm, 0.5 cm, and 0.75 cm as nlop, 
increases. 

300 
100=<DI 

100=0, 
300 

Fig. 4 The optimal number of elemental volumes and the optimal ratio 
of the plate thicknesses In the first assembly 

Future work may address various improvements and refine
ments of the classical fin conduction model that was used in setting 
up the analysis and optimization. For example, the effects of 
temperature-dependent thermal conductivity, radiative heat trans
fer, and spatially varying heat transfer coefficient can be incorpo
rated at the elemental level, while paying a penalty through the 
increased complexity of the analysis, and the need for numerical 
work even at the elemental level. Equation (2) will most definitely 
have to be determined numerically for the refined model. 

We were not able to compare the presently optimized geome-

1l,m 
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Fig. 5 The twice-maximized heat transfer rate of the first assembly 
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Fig. 6 The changes exhibited by the optimized architecture of the first 
assembly as the total volume increases 

tries (e.g., Fig. 6) with designs based on earlier methods, because, 
contrary to Eqs. (2), (3), the earlier methods are based on the 
assumption that the heat transfer coefficient is a constant not 
affected by the fin-to-fin spacing. The work that we published on 
optimal plate-to-plate spacings (e.g., Morega and Bejan, 1994) 
showed that the approach based on Eqs. (2), (3) leads to superior 
designs in a wide variety of plate surfaces and heating configura
tions. Another reason why the present architectures can be ex
pected to perform better than the classical designs that fill the same 
volume, is that the present architectures have been optimized while 
holding the volume fixed. Any other structure that fills the same 
volume and uses the same amount of fin material will have a 
higher resistance than the structures optimized based on the con-
structal method. For the same reason the constructal method is not 
applicable if the volume that houses the fin assembly is infinite. 
The global constraints (volume, material) are essential elements of 
constructal theory (Bejan, 1997a, b). 

4 Second Construct 

We concluded that the twice-maximized heat transfer rate ac
commodated by the first assembly increases monotonically as the 
volume (A,) increases (Fig. 5). Can this increase continue forever? 
No, because the invariant thickness of the elemental fins leads 
eventually to mechanical problems (bending, vibrations, warpage). 
There is also the effect of the fin efficiency, which decreases as the 
fin contact area increases. This second effect was taken into 
account at every optimization step via Eq. (1). 

In this section we study an alternative to increasing heat transfer 
rate by increasing the volume of the fin tree. That alternative is to 
increase the complexity of the fin tree. This step is presented in Fig. 
7, which shows the "second assembly" recommended by construc
tal theory. The volume of the second assembly (A2) contains a 
large number (n2 > 1) of the first assemblies optimized in the 
preceding section. In other words, we write A2 = n2Au or 

A i — n2A i (15) 

the second-assembly size A2, and vary the number n2. This means 
that the size of each first assembly varies according to n2. 

The second assembly is held together by a central stem of length 
L2 and thickness D2. The total heat transfer rate q2 can be esti
mated by treating the stem as a fin with insulated tip. The analysis 
repeats the steps shown at the start of Section 3. The "effective" 

heat transfer coefficient h 2 comes from qu,„,„ = h2H,W(Tl — T„), 
which becomes 

n2 = Hi 
(16) 

where fc2 = h2/h0. For the heat transfer rate through the root of the 
£>2-thick stem we start with the equivalent of Eq. (5) and arrive at 

q2 = {2D2h2) "2 tanh (17) 

where q2 = q2/[(T2 - T„)Wh0H0], D2 = D2k,J[h0Hl], and 
L2 = L2/H0. Note that the nondimensionalization of the second-
assembly variables is the same as for the first assembly, Eqs. 
(6)-(8). 

Next, we constrain the amount of kp material in the second 
assembly. This volume is proportional to the shaded area AIK2 

shown in Fig. 7, 

A„,2= [L2- y j £ > 2 + n2ApA (18) 

The length of the D2 fin is taken as (L2 - HJ2) instead of L2, 
because it is the distance from the root (T2) to the connection (Tt) 
with the D, fins of the farthest first constructs. In other words, the 
insulated nose of length HJ2 of the D2 fin of Fig. 7 is left out: 
This feature is shown in Fig. 8, where only two first constructs are 
shown. The dimensionless constraint that corresponds to Eq. (18) 
is 

* , = [ L 2 
D2 

(19) 

where <1>2 = <f>2kp/[h0H0] and t/>2 = Ap2/A2. The second geo
metric constraint is the total volume (or frontal area A2), which has 
the following dimensionless form: 

12 o_ 
n 2 = 8 

D2J ; ! F > g 2 

I 
(to 

T, 1 

Q2 

Fig. 7 Second assembly consisting of a large number of shape-
optimized first assemblies, and the effect of n2 and D2 on the heat current 
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Fig. 8 Second assembly containing only two first assemblies, and the 
optimization with respect to the thickness of the central stem 

ti2L2 — A •} (20) 

We hold the second-assembly parameters A2 and <S)2 fixed. For 
the shape of each first assembly we use the optimal value deduced 
in the preceding section, {HxILx)m = function (A,, <£,). Under 
these conditions, the geometry of the second assembly has two 
degrees-of-freedom. The overall shape H2/L2 and the stem thick
ness D2. It can be shown that to vary H2/L2 is equivalent to 
varying n2, 

L2 
(21) 

Other useful relations are Hi = 2L2!n2 and L2 = (L2/H2)A2
2. 

The two degrees-of-freedom are reflected in the function q2(n2, 
D2), which was determined numerically and illustrated for one 
case in the lower part of Fig. 7. Important in this figure is the effect 
of n2: The heat transfer rate is larger when n2 is smaller. Other 
cases (A2, i>2) show the same trend. This leads to a powerful 
conclusion that also holds for conduction trees (Bejan, 1997a, b): 
The best second assembly contains only two first constructs; note 
that n2 = 2 is the smallest number of first constructs that can be 
mounted on the D2 stem of the second construct. Pairing (or 
bifurcation)—the integer 2—emerges as one of the many results of 
the minimization of thermal resistance in point-to-volume flow. 

The conclusion that n2 = 2 also means that we must revise the 
analysis, because Eqs. (16), (17) are based on the model of Fig. 7 
in which it was assumed that n2> \. The appropriate structure for 
a second assembly with only two first assemblies is shown in Fig. 
8, where it is worth noting that the length of the D2 stem stops at 
L2/2. The frontal shape was drawn almost square because we 
know that each first assembly will have a frontal aspect ratio 
(//i/L1)op, s 2, in accordance with Fig. 3. The analysis of the flow 
of heat into the assembly of Fig. 8 consists of writing that the 
overall temperature difference (T2 — Tx) is equal to the drop of 
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temperature along the D2 stem, plus the temperature difference 
sustained by one of the first assemblies, 

r«,= 
l2.m 

k„D2W <?l,m«W»(A 

or, in dimensionless terms, 

= 2| ^ + — 

(22) 

(23) 

Note that the heat current q2i„, has been maximized once already, 
in the move from an arbitrary n2 (Fig. 7) value to the best value of 
n2 — 2 (Fig. 8). In place of the kp-material constraint (19) we now 
have 

$ 2 = 
2k, 

• + $ , . (24) 

The shape of the second assembly is no longer variable, because it 
is set by the shape of the first assembly, (H2IL2) = 2(Ll/H,)opt. 
There is only one degree-of-freedom in the design of the structure 
of Fig. 8, namely, the stem thickness D2. 

The numerical maximization of the q2m expression of Eq. (23) 
begins with the observation that qUmm is a known function of A, 
and <!>,, cf. Fig. 5. In view of the volume constraint A, = A2I2 and 
the constraint (24), this means that q2iin = function (D2, A2, <J>2) 
where A2 and 4>2 are parameters. The existence of the qlm maxi
mum with respect to D2 is demonstrated in the lower part of Fig. 
8, in an operation that was repeated for many combinations of A2 

and <J>2. The key results are the twice-maximized heat current of 
the second assembly (Fig. 9) and the optimal thickness of its 
central stem (Fig. 10, top). Both q2jnm and £>2,opt increase with A2 

and <J>2; for example, the formula L>2,op, = 0.9A2
/2$2 correlates the 

data of Fig. 10 (top) with a relative error of 4.02 percent. These 
trends are expected, because they parallel what we learned from 
the optimization of the first assembly. 

More interesting is the lower part of Fig. 10, which is a replot-
ting of the data of the upper part as the ratio (D2/D ,)opt. We arrive 
in this way at new invariant in the geometry of the second assem
bly. The stem thickness increases by a nearly constant factor in 
going from the first assembly to the second assembly. A similar 
characteristic was found in the optimization of the second assem
bly of the conduction heat tree (Bejan, 1997a, b). In the present 
case, the ratio (D2/Dj)opt is equal to 3.54 with a standard deviation 
of 0.048. The slight lack of smoothness in some of the results of 
Fig. 10 is due to the shallow maximum of the q2M versus D2 curves 
(Fig. 8): we prescribed discrete values when varying D2, and the 
ratio D2/D, may not have been read with sufficient accuracy from 
the data. Nevertheless, the constancy of the ratio {D2ID{)ap, and 
the large size of the (A2, <1>2) domain are worth noting. 

Figure 11 provides a pictorial summary to the analysis and 

l2 ,n 

Fig. 9 The twice-maximized heat transfer rate of the second assembly 
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Fig. 10 The optimal thickness of the main stem of the second assembly, 
and the stem thickness ratio (D2/0i)opt 

quantitative results developed in this section. The figure is a scale 
drawing of the optimized architecture of the second assembly, 
when the volume fraction and properties of the fin material are 
characterized by <f>2 = 103 and <£2 - 0.1. As in Fig. 6, the 
construction is based on the assumption that the external flow is 
such that the elemental spacing is H0 = 0.5 cm. This leads to 
Oo.opt = 0.014 cm. The two frames of Fig. 11 show how the 
architecture changes as the tree of fins spreads over a larger 
volume. The shape of the occupied volume remains almost the 
same (square frontal area), and the thickness of the central stem 
increases relative to the other fin thicknesses. The calculated fin 
thicknesses (Z)0, Du D2)op, are indicated under each frame of Fig. 
11. 

5 Numerical Simulation and Optimization of Two-
Dimensional Conduction in a Tree of Fins 

As an alternative to the analytical approach pursued until now, 
we subjected the first-assembly configuration to direct numerical 
simulation of the two-dimensional heat flow pattern. With refer
ence to the domains defined in Figs. 2 and 8, we solved the 
equation for conduction in the solid 

d2t df 
^ 2 + 1 ^ 2 = 0 dx" sr 

(25) 

where x and y are the horizontal and vertical directions, respec
tively. The y-axis coincides with the symmetry plane of the central 
stem. The dimensionless variables are 

(i , y) = (x, y)/H0 t=(T- T„)/(Tb - Tx (26) 

where Tb is the base temperature of the central stem (e.g., Tx in 
Fig. 2). Because of symmetry, we solved Eq. (25) only in the upper 
half of the solid domain (y > 0), using dt/dy = 0 as boundary 
condition along the plane of symmetry (y = 0). The condition at 
the root of the central stem is t = 1. The remaining surfaces are 
in contact with fluid, and are characterized by the boundary con
dition -dtldn = fit, where n is the normal to the surface (x or 

y), and h is the dimensionless heat transfer coefficient (assumed 
uniform): 

fi = h/(kJH0). (27) 

We solved this two-dimensional steady conduction problem for 
many, slightly different configurations subjected to the same over
all size constraint (A0 and total volume of solid ((/>,). For this 
purpose we used a commercial finite elements code (FIDAP, 
1993), because we needed a rapid and reliable solver capable of 
handling many simulations. The accuracy of this code was tested 
and documented in an earlier study of conduction in tree-shaped 
domains (Ledezma et al., 1997). 

In the optimization of the first construct we used the constraints 
A, = 50 and <£, = 0.1, and selected the case /z = 4, which 
corresponds to a set of plausible physical values: H0 = 1 cm, kp = 
150 W/mK and h = 6 W/m2K. To start with, we fixed the ratio 
DJD0 = 12, and maximized the overall conductance of the 
assembly with respect to n, and HJLX. The overall conductance 
was denned as q'lj{tb - tmo) = -k(dT/dx)\bJd - tma), 
where q'"h.iie = q"LJHfo/[kp(Tb — T„)] is the base heat flux, k = 
k/kp is the dimensionless fluid thermal conductivity, and tmin is the 
lowest temperature on the fin (the upper right corner in Fig. 2). We 
found that the optimal combination is n, = 6 and H,/L, = 1.6. 
In the next phase, we set n, = 6 and HJLt = 1.6, maximized the 
conductance with respect to D,/Z)o, and found the optimal ratio 
D,/D0 = 7.2. These values («,, HJLi, DJDa) agree already 
(approximately) with the results anticipated analytically, which 
were not very sensitive to <l>i (e.g., Figs. 3 and 4). To refine the 
optimal configuration further, we would have to repeat this cycle 
several times, by starting with the recently optimized value of 

In the optimization of the second construct we used the same 
constraints, A"2 = 50, $ , = 0.1 and fi = 4. We relied on the 
conclusion derived from Fig. 7 (bottom) and set n2 = 2, which left 
four degrees-of-freedom: n i, H2/L2, D ,/DB and D2/D,. In the first 
phase we fixed D2ID{ = 4 and DJDa = 10, and sought the 
maximization of the overall conductance with respect to n x and 
H2IL2, We used «, = 4, 6, 8, 10, and 12, and found no 
maximum: The conductance increases monotonically as nt de
creases. The optimal external shape is H2IL2 = 3.0 when n, = 4, 
and H2IL2 = 2.6 when n, = 10. Next, for each n, value we fixed 
H2IL2 at its optimal value, and then optimized DXID0 and D2/D,. 
We found that for 4 s n, ^ 12 the optimal ratios for maximal 
overall conductance are adequately represented by D,/D0 = 12 
andZ>2AD, = 3. 
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Fig. 11 The changes exhibited by the optimized architecture of the 
second assembly as the total volume increases. The three numbers 
listed in parentheses represent, in order, D0, D, and D2, expressed in 
centimeters. 
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6 Tree Structures and Their Relevance to Natural De
sign 

The chief characteristic of the fin network analysis presented in 
this paper is that the same analysis—the same geometric 
optimization—is repeated at each level of assembly. We illustrated 
this characteristic of constructal theory by considering only the 
elemental volume (Section 2), the first construct (Sections 3 and 5) 
and the second construct (Section 4). The procedure could be 
continued toward higher-order assemblies, however, an interesting 
feature characterizes the trees of fins optimized in this paper. If we 
compare on the same basis (A2 = At and 4>2 = <$>i) the 
twice-maximized conductances of the second construct (Fig. 9) 
and the first construct (Fig. 5), we find virtually no difference 
between the two when AU2 is of the order of 10 or smaller. At 
larger A u values, the second construct is inferior to the first 
construct. This finding represents a departure from the trend 
known in pure-conduction and pure-fluid heat trees. It is also an 
invitation to more realistic modeling, numerical and experimental 
work in the future, on the performance and optimization of first 
and second constructs. When the elemental fin dimensions are 
small enough, realistic formulations may also be constructed by 
modeling the elemental fin-to-fin spaces as pores in a fluid-
saturated medium with different fluid and solid temperatures (e.g., 
Lee and Vafai, 1999). 

Practical constraints must be taken into account before continu
ing the optimization with more complex constructs. Manufacturing 
constraints will certainly rule the decision with regard to the 
complexity of the fin design (e.g., first construct versus second 
construct). In this regard, the practical value of the work presented 
in this paper has two facets. First, the constructal optimization 
represents a strategy (a road map) for pursuing optimal structure in 
a design subjected to volume constraint. Second, many of the 
geometrical features that are determined by this method are robust 
(relatively insensitive to other design parameters): Examples are 
the optimized shapes of the frontal areas and the ratios between 
successive fin thicknesses. 

These robust geometric shapes (ratios) are also found in other 
volume-to-point flow optimization studies (Bejan, 1997a-d; Bejan 
and Tondeur, 1998), and are now intrinsic parts of the geometrical 
form "tree." They explain why natural tree networks "look the 
same," even though, from the river basin to the lung, their function 
and fine details are not identical. In other words, the geometrical 
form "tree" that we know so well is more than a "stick figure" that 
connects one point to a finite size volume (an infinity of points). It 
is also a structure that is based on building blocks (constructs, 
assemblies) that are relatively "round" (not very slender), in which 
the high-conductivity fibers become thicker in fixed proportions in 
going from one construct to the next assembly of constructs. 

The relevance of constructal theory to explaining shape and 
structure in natural nonequilibrium (flow) systems is discussed 
further in Bejan, 1997b, d). The theory was extended more recently 
to three-dimensional tree networks (Bejan, 1997c; Ledezma and 
Bejan, 1998), time-dependent discharge from a volume to one 
point, as in river basins and lightning (Dan and Bejan, 1998; Errera 
and Bejan, 1998), turbulence and Benard convection (Nelson and 
Bejan, 1998; Bejan, 1997b, 1998), dendritic crystals in rapid 
solidification (Bejan, 1997b), patterns of cracks in volumetrically 
shrinking solids (Bejan et al, 1998), street patterns and urban 
growth (Bejan and Ledezma, 1998), cross sections of ducts and 
rivers (Bejan, 1997b), and pulsating physiological processes such 
as breathing and heart beating (Bejan, 1997e). The road to new 
extensions and a compelling theory (a single law) of organization 
in nature is wide open. 
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Augmented Heat Transfer in a 
Triangular Duct by Using 
Multiple Swirling Jets 
Measurements of detailed heat transfer coefficients on two principal walls of a triangular 
duct with a swirling flow are undertaken by using a transient liquid crystal technique. The 
vertex corners of the triangular duct are 45, 45, and 90 deg. The swirl-motioned airflow 
is induced by an array of tangential jets on the side entries. The effects of flow Reynolds 
number (8600 S Re S 21000) and the jet inlet angle (a = 75, 45, and 30 deg) are 
examined. Flow visualization by using smoke injection is conducted for better under
standing the complicated flow phenomena in the swirling-flow channel. Results show that 
the heat transfer for a = 75 deg is enhanced mainly by the wall jets as well as the 
impinging jets; while the mechanisms of heat transfer enhancement for a = 45 and 30 deg 
could be characterized as the swirling-flow cooling. On the bottom wall, jets at a = 75 
deg produce the best wall-averaged heat transfer due to the strongest wall-jet effect 
among the three angles (a) investigated. On the target wall, however, the heat transfer 
enhancements by swirling flow (a = 45 and 30 deg) are slightly higher than those by 
impinging jets (a = 75 deg). Correlations for wall-averaged Nusselt number for the 
bottom and target walls of the triangular duct are developed in terms of the flow Reynolds 
number for different jet inlet angles. 

Introduction 

In the modern gas turbine design, the trend is toward high inlet 
gas temperature (1400-1500°C) for improving thermal efficiency 
and power density. Since these temperatures are far above the 
allowable metal temperature, the gas turbine blades must be cooled 
in order to operate without failure. Various blade cooling methods 
have been developed over the years, for example, impingement 
cooling for the leading edge (Bunker and Metzger, 1990; Parsons, 
et al., 1998), and augmented convection by rib-turbulators for the 
mid-chord region (Chyu and Wu, 1989; Han, et al, 1991; Hwang, 
1998) and by pin fins for the trailing edge (Chyu et al., 1998; 
Hwang et al., 1999). This investigation focuses on the leading edge 
cooling of blades, as shown in Fig. 1, and studies the heat transfer 
in a triangular duct with swirling flow created by multiple side-
entry jets that are tangential to the inner surface of the duct. 

Blum and Oliver (1967) measured the local heat transfer coef
ficients in an electrically heated tube with swirling flow. An initial 
swirl generator with four square slots was used to inject the gas 
tangentially into the tube. The heat transfer coefficients were 
derived from the tube wall temperature assuming a uniform heat 
flux and a linear temperature rise for the fluid. The directions of the 
flow were explored in the separate experiment. Ivanova (1967) and 
Narezhnyy and Sudarev (1971) used different swirl generators at 
the pipe inlet only, in the form of vane swirl generators and 
helically twisted inserts, respectively, to produce a free swirling 
flow in the test section. Both results indicated that the heat transfer 
rates were highly dependent on the inlet angle of the swirling flow. 
Lipina and Bergles (1969) carried out a test with full-length 
twisted tapes along the tube, with water as the working fluid. For 
a constant pumping power a comparison of swirling and straight 
flows indicated an improvement in heat transfer rate of the least 20 
percent with swirling flows. Gutstein et al. (1970) used helical 
vane inserts along the heated tubular test section in which air was 
the working fluid. The heat transfer rates and pressure drops 
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increased substantially as the insert pitch-to-tube diameter ratio 
decreased. Migay and Golubev (1970) carried out a theoretical 
analysis to predict the heat transfer coefficient based on the eval
uation of the equivalent friction factors for free swirling flows. 
Results showed that the free swirling flow increases the heat 
transfer rate, and the present theoretical results and the experimen
tal data were in satisfactory agreement. Senoo and Nagato (1972) 
used the swirling number to adequately correlate the friction 
coefficient measurements for swirling flow in pipes. Hay and West 
(1975) measured the local heat transfer coefficients for swirling 
flow generated by a slot jet at the upstream end of a pipe. Results 
showed that, at some locations, the heat transfer augmentation 
could be as much as eight times the value of a fully developed 
internal flow. Algrifri and Bhardwaj (1985) presented an analytical 
study of heat transfer characteristics in decaying turbulent swirling 
flow in a pipe. Heat transfer was predicted by assuming the flow to 
be a rotating slug, which was the case for the swirling flow 
generated by a short-twisted tape. Recently, a screw-shaped swirl 
cooling technique was used for blade leading edge cooling (Glezer 
et al., 1996, 1998; Hedlum et al, 1998), which showed improved 
cooling performance of a circular passage in comparison to con
ventional internal cooling method. Ligrani et al. (1998) performed 
a flow visualization study to examine the relation between the 
generation of Gortler vortices and the augmented heat transfer 
characteristics in the cooling passage. Huang et al. (1998) utilized 
a transient liquid crystal technique to measure the detailed heat 
transfer coefficients on a target wall with an array of orthogonal 
impinging jets. Three different crossflow directions are examined 
by changing the test section open ends. Results showed that the 
flow exiting from both sides of the test duct performed the best 
heat transfer on the target wall. 

From the above review, it may be inferred that the related 
published data are mostly for a circular tube with either decaying 
or continuous swirling flow. However, the published literature 
contains little information about the heat transfer and fluid flow in 
a triangular duct with swirling flow. Strictly speaking, the detailed 
heat transfer coefficients in such kinds of ducts have not been 
reported yet. Therefore, the aim and objective of this study is to 
provide heat transfer characteristics in a triangular duct with swirl-
motioned airflow induced by multiple jets from the side entry of 
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Fig. 1 Conceptual view of the swirling cooling at the leading edge of the 
turbine blade 
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Fig. 2 Schematically drawing of the experimental apparatus 

the duct. A transient liquid-crystal technique is employed to mea
sure the local heat transfer on two principal walls of the triangular 
duct (jet wall exclusive). This technique is similar to that presented 
by Ekkad and Han (1995). During this work, the angle between the 
swirling jet and the duct axial direction and the Reynolds number 
(based on the duct hydraulic diameter and average velocity at duct 
exit) are varied from 30 deg § a S 7 5 deg, and 8600 § R e § 
21,000, respectively, to examine their effects on the heat transfer 
characteristics. Moreover, to better understand the mechanisms of 
heat transfer enhancement in triangular ducts with various jet inlet 
angles, smoke injection is used to visualize the secondary-flow 
structures in the swirling-flow channel. 

Experimental Apparatus and Procedure 

Apparatus. The entire apparatus shown schematically in Fig. 
2 consists of an open airflow circuit, the test section, and an 
image-processing system. Air from a 5-hp blower passes through 
a rotameter that measures the volume flow rate of the air. Adjust
ing the motor speed via a PWM (pulse wave modulation) inverter 
controls the airflow rate. It then flows into an electric heater to be 
heated to a required temperature. The hot air from the heater 
subsequently traverses a settling chamber for reducing the possible 
noise, a plenum, and then flows through the swirling holes into the 

test section. Finally, the air exits from the straight outlet to the 
outside of building via an exhaust system. Figure 3 shows a 
detailed configuration of dimension and coordinate system of the 
test section. The test section associated with the plenum is made of 
Plexiglas®. The cross section of the test duct is an isosceles right 
triangle (i.e., 45, 45, and 90 degs). The triangular duct has a closed 
upstream end and the multiple jets are ejected from the plenum 
through the sidewall, which models the swirling cooling passage at 
the blade leading edge. The three walls of the triangular duct 
shown in Fig. 3(a) are referred to the divider wall, the bottom wall 
and the target wall, respectively, in the following discussion. The 
divider wall is 30 mm in height (also the bottom-wall width) and 
10 mm in thickness (also the length of the jet hole). Fifteen swirled 
holes of 5-mm diameter (d) are drilled through the low end of the 
divider and ensure that their edges are tangent to the inner surface 
of the bottom wall. The angle between the jet flow and the axial 
direction (z) of the test duct is varied from a = 30 to 75 deg, and 
the jet-hole spacing is fixed at s = 15 mm. Note that in practical 
situations of leading edge cooling of blades, most heat is removed 
from two principal walls that form the vertex corner angle |3, i.e., 
the bottom and target walls. Therefore, as shown in Fig. 3(b), only 
these two principal walls are coated with liquid crystals for heat 
transfer measurements. 

The image-processing system includes two digital color cam-

Nomenclature 

d 
h 

cp = specific heat at constant pressure, 
kJ kg"1 K"1 

De = equivalent hydraulic diameter at 
the triangular duct, m 

= diameter of jet hole, Fig. 3, m 
heat transfer coefficient, 
kJ nT2 K"' 

= thermal conductivity of the duct 
wall material, W nT1 Kl 

= air thermal conductivity, 
Wm"1 KT1 

= local Nusselt number, hDelkj 
= local jet Nusselt number, hdlkf 

= area-averaged Nusselt number 
based on the duct hydraulic diam
eter 

= Nusselt number for fully devel
oped smooth pipe flows, i.e., 
Nu, = 0.023 Re08 Pr04 

Nu 
Nu, 
Nu 

Nu 

Nud = area-averaged jet Nusselt num
ber, i.e., Nu,, = Nu(d/De) 

n = distance normal to the test sur
face, m 

P = wall static pressure, kPa 
Pr = Prandtl number 

Re = Reynolds number, U • Delv 
Red = jet Reynolds number, u • dlv 

s = jet spacing, Fig. 3, m 
Tm = mixed mainstream temperature, 

K 
Tj = initial wall temperature, K 
T„ = wall temperature, K 

t = transient test time, s 
U = mean throughflow velocity at 

the exit of the triangular duct, 
m s"1 

u = jet hole velocity, m s~' 
x, y, z = coordinate system of the test 

duct, Fig. 3 

Greek Symbols 

a = jet inlet angle, Fig. 3 
a , = thermal diffusivity of the duct wall 

material, m2 s"1 

J3 = vertex angle between the target 
wall and the bottom wall, Fig. 3 

p = air density, kg m~3 

7 = vertex angle between the target 
wall and the divider, Fig. 3 

v = viscosity of the air, m2 s~' 
Ty = time step, s 

Subscripts 

b = bulk mean 
d = jet hole 
i = initial 

m = mainstream 
s — smooth 
w = wall 

Superscripts 

~ = averaged 
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Fig. 3 Dimension and coordinate system of the test section 

corders (SONY DCR-TRV7) and a frame grabber interface asso
ciated with a Pentium II PC. The camcorders view and record the 
color changes on the liquid-crystal coated surfaces during the 
transient test. The frame grabber interface is programmed to ana
lyze the color changes using image-processing software. The soft
ware analyzes the picture frame by frame and simultaneously 
records the time lapse of the liquid crystals from colorless to green 
during the transient test. 

Experimental Procedure. In contrast to the coating proce
dure used in Huang et al. (1998), the inner surfaces of the target 
and bottom walls are sprayed with a thin film of liquid crystals 
(Hallcrest, BW/R38C5W/C17-10) first and then the opaque back
ground paints. Two camcorders view the color changes on the 
target and bottom surfaces, respectively, from outside. The cali
bration of color to temperature is carried out on a copper rod 
coated with liquid crystals (Vedula and Metzger, 1991). The liquid 
crystals are colorless at room temperature. They then change to 
red, green, blue, and finally colorless again during the heating 
process. The color-change temperatures to red, green, and blue are 
38.2°C, 39.0°C and 43,5°C, respectively. Each test run is thermal 
transient, initiated by suddenly exposing the hot air to the test 
section, which results in a color change of the surface coatings. 
Before the test run, the hot air bypasses the test section so that the 
walls remain at the laboratory ambient temperature. The three-way 
ball valve keeps in the diverted position until a required main
stream temperature has been achieved in the bypass loop. Then, 
the valve turns to route the hot air into the test section and, 
simultaneously, the recorder is switched on to record the main
stream temperature history. Note that the diversion of the flow will 
lead to a little and instantaneous pulsation of the float in the 
rotameter due to an alternation of friction loss in the flow loops, 
which causes an uncertainty in the volume flow rate less than 3.0 
percent. The image-processing system records the transition time 
for the color change to green, and transfers the data into a matrix 
of time of the color change over the entire surface. The time and 
temperature data are entered into a computer program to obtain the 
local heat transfer coefficient. 

Data Analysis and Uncertainty. The local heat transfer co
efficients over the test surface can be obtained by assuming one-
dimensional transient conduction over a semi-infinite solid. The 

one-dimensional transient conduction, the initial condition, and 
boundary conditions on the liquid crystal coated surface are 

32r 
PCp 

dT 

~dt (1) 

as t = 0, T= T;\ t>0' k^=h(-T»-T'J 

at n = 0; T = Th as n —* oo. 

The surface temperature response to the equation above is shown 
as 

T - T 

T - T 
= 1 — exp 

h2a„t 
• erfc 

h Jaj\ 
(2) 

The heat transfer coefficient h can be calculated from the above 
equation, by knowing the wall temperature (TJ, the initial surface 
temperature (T,), the oncoming mainstream temperature (r,„), and 
the corresponding time (t) required to change the coated-surface 
color to green at any location. The time required for the color 
changes in a typical run is about 15 to 90 seconds, depending on 
the location, mainstream temperature, and throughflow rate. This 
testing time is so short that the heat flow can hardly penetrate the 
depth of Plexiglas®. Therefore, the assumption of the semi-infinite 
solid on the test surface is valid. The local mainstream temperature 
at any axial location of the swirling channel is linearly interpolated 
between the inlet and outlet temperatures measured by two ther
mocouple rakes (each has four beads, Fig. 2). Since T„ is time-
dependent, the solution in Eq. (2) should be modified. First, the 
mainstream temperature history is simulated as a series of time-
step changes. Then, the time-step changes of the mainstream 
temperature are included in the solution for the heat transfer 
coefficient using Duhamel's superposition theorem. The solution 
for the heat transfer coefficient at every location is therefore 
represented as eject 

Tw ~ T, = £ 1 
'h2aw(t ~ TjY 

X erfc 

k1 J 

h^a„{t~ T,.)" 

k 
[AT*,,;.,,] 0 ) 

where Ar„ i a j_n and T,- are the temperature and time-step changes 
obtained from the recorder output. The maximum uncertainty of h 
is an order of ±6.8 percent. The individual contributions to the 
uncertainty of h for the measured or physical properties are: time 
of the color change t, ±2.8 percent, mainstream temperature T„„ 
±3.0 percent, and wall material properties a„ and k, ±3.0 
percent. 

Two kinds of the nondimensional heat transfer coefficients are 
presented in this work. One is the Nusselt number based on the 
duct parameters, i.e., 

Nu = hDe/k, 
• ! • 

(4a) 

The value above can give an indication of the extent of heat 
transfer enhancement by the multiple swirling jet flows with re
spect to the nonswirling fully developed pipe flow. The other is the 
so-called jet Nusselt number, i.e., 

Nu„ hdlkf. (4b) 

This reduction is widely used in the impinging-cooling study, 
which can provide the information of heat transfer enhancement on 
a plate by an individual jet. By using the estimation method of 
Kline and McClintock (1958), the maximum uncertainties are 8.5 
percent and 8.6 percent for Nu and Nurf, respectively. 
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Fig. 4 Detailed heat transfer coefficient distribution on the bottom wall 
of the triangular duct with straight flow 

Results and Discussion 

As a verification of the experimental procedure, the present 
results obtained for a triangular duct with straight flow were 
compared with some previous results. Figure 4 shows the transient 
liquid-crystal measurements of detailed distributions of the heat 
transfer coefficient on the bottom wall of the triangular duct. 
Airflow of a fixed throughflow rate (Re = 16,800) is introduced 
from an upstream plenum through a sharp-edge inlet into the 
triangular duct. Results displayed are between 20 S z/De § 40. 
It is seen from this figure that the heat transfer coefficient is 
gradually decreased along the axial distance, especially the region 
before z/De S 30, indicating that the flow is still developing in 
this region. In addition, tongue-shaped distributions of the iso-
Nusselt number are slightly deflected toward to the right-angled 
corner, which reflects the difference in the sidewall effects caused 
by the altitude and the hypotenuse of the triangular duct. Figure 5 
shows the comparison between the present triangular-duct results 
and those in a circular pipe (Dittus-Boelter correlation) and in a 
triangular duct (Zhang, et al., 1994). The dashed line represents the 
well-known Dittus-Bolter correlation for fully developed pipe 
flow, and the triangular symbols are the results of Zhang et al. 
(1994) in a 35-55-90 deg triangular duct. The present data shown 
in this figure are taken the average results between z/De = 36 and 
40. It is seen that the Nusselt numbers measured are in qualitative 
agreement with the Dittus-Boelter correlation and the data of 
Zhang et al. (1994). Quantitatively, present data are slightly higher 
than the correlation, typically about 12 percent. The trend is very 
consistent with the previous results of Mills (1962) and Kays and 
Crawford (1980), both which showed that the entrance effect at 
axial location of 40 diameters from a sharp-edge inlet is about 15 
percent. Generally speaking, the agreement for the comparison 
above is satisfactory, indicating that the data obtained by the 
present transient method are reliable and representative of the 
steady-state conditions. 

Flow Distributions. The local heat transfer characteristics are 
closely related to the flow rate from each jet hole. Therefore, the 
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Fig. 5 Comparison of the present Nusselt number averaged over 36 S 
z/De £ 40 with previous results obtained from fully developed pipe and 
triangular duct flows 
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Fig. 6 Static pressure drop and jet flow rate of the triangular duct along 
the axial distance 

static pressure differences between the plenum and the triangular 
test section are measured to determine the jet flow rates. The local 
pressure distributions are measured by placing the static pressure 
taps inside the test section and the plenum. A typical axial distri
bution of the static pressure difference between the plenum and the 
test duct is shown in Fig. 6(a) for Re = 13,200, and while the 
corresponding distribution of the flow rate through each jet hole is 
displayed in Fig. 6(b). As the flow enters the plenum from one end 
of the channel, it is expected that there is an uneven distribution of 
the flow through each hole. However, from this figure, it is evident 
that the entrance effect is small. At the most, the jet flow rate 
increases slightly with increasing z/d. Strictly speaking, the vol
ume flow rate of the on each jet hole has an average value of 23.2 
1/min ± 8.2 percent. In addition, the sum of each jet flow rate is 
checked with the total flow rate measured by the rotameter, and a 
satisfactory agreement is achieved. 

Detailed Heat Transfer Coefficient Distribution. Figures 
7-9 show the detailed heat transfer coefficients on the bottom and 
target walls for three different jet inlet angles, i.e., a = 75, 45, and 
30 deg. Each graph has three different Reynolds numbers (Re = 
8600, 11,700, and 16,900). The results are presented for axial 

\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ 
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Fig. 7 Detailed heat transfer coefficient distribution on the bottom and 
target walls for a = 75 deg, (a) Re = 8600, (b) Re = 11,700, and (c) Re = 
16,900 
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Fig. 8 Detailed heat transfer coefficient distribution on the bottom and 
target walls for a = 45 deg, (a) Re = 8600, (b) Re = 11,700, and (c) Re = 
16,900 

distance from z/d = 0 to 45 over the entire span of the target and 
bottom walls. The locations of two corners of the triangular duct, 
i.e., |3 and y, are denoted on each figure. In addition, the small 
arrows indicate the locations and directions of the jets and the 
throughflow (large arrow) exits from the right end of the graphs. 

The primary effect of increasing Re is to increase Nu on both the 
target and bottom walls monotonically. Such a behavior is indic
ative of a consistency of flow pattern as flow rate is increased. 
Figure 7 presents the results of a = 75 deg. Near the upstream 
closed end (z/d = 0) of the duct, high heat transfer bends span 
across the bottom wall from the jet entry to the comer |3 because 
of the strong wall-jet effect. Meanwhile, the target wall at the 
corresponding axial locations has round zones of high heat transfer 
due to jet impingement. As the flow moves downstream, the 
penetration depth of the wall jet on the bottom wall is reduced 
gradually and the wall jet direction is slightly deflected toward the 
z-direction due to crossflow. On the target wall, the crossflow not 
only reduces the impingement heat transfer but also moves the 
apparent impingement away from the leading-edge apex (j3). In 
addition, a dead zone (very poor heat transfer) exists on the target 
wall adjacent the corner y. It is interesting to note that the previous 
work of Bunker and Metzger (1990) also found a similar trend of 
the off-axis impingement as the jets aimed normally at a symmet
ric leading-edge apex and exited from the chordwise direction. In 
contrast to the present work, however, the off-axis impingement in 
their work is due to an existence of recirculating flow in the 
leading-edge apex but is not due to the crossflow effect. 

As for the results of a = 45 deg (Fig. 8), the Nu distributions are 
somewhat different from those for a = 75 deg, especially on the 
target wall. The wall-jet phenomenon on the bottom wall for a -
45 deg is less apparent than those for a = 75 deg since the jets for 
a = 45 deg lift off from the bottom wall (will be shown later). In 
addition, the impinged traces on the target wall can be hardly 
observed for a = 45 deg. This is because the jet momentum in the 
span direction is reduced, such that, in turn, the penetrability of the 
wall jet across the bottom wall is lessened. Consequently, the 
corresponding jets impinging on the target wall are weakened. In 
fact, in this circumstance, the bottom and target walls of the 
triangular duct are washed by the swirled motion of multiple jet 
flows, rather than enhanced by the wall/impinged jets. Further, 
comparing Figs. 7 and 8 reveals that the high heat transfer band 
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along the z-direction on the target wall moves toward the span 
center as a changes from 75 to 45 deg. Consequently, the dead 
zone on the target wall adjacent the corner angle y for a = 75 deg 
has been greatly improved. However, in the meanwhile, another 
dead zone appears near the corner angle |3, which is caused by the 
angle of the jets away from that corner. These phenomena become 
more significant for a = 30 deg in Fig. 9. Note that the region of 
poor heat transfer near the upstream closed end of the duct has 
been enlarged as a decreases. 

According to the detailed Nu distributions above, generally 
speaking, the mechanisms of heat transfer enhancement in the 
triangular duct for a = 45 and 30 deg could be characterized as a 
swirl-flow cooling, while the duct for a = 75 deg is cooled by 
wall/impinged jets. To further confirm the heat transfer mecha
nisms above, flow visualizations of a = 75 and 45 deg are 
undertaken and are compared in Fig. 10. The smoke generated by 
a smoke generator is injected into the plenum before the blower is 
turned on. The flow visualization is realized by a laser sheet which 
is constructed by passing a Helium-Neon laser beam (60 mW, 
Spectra Physics 120) through a glass rod (Hwang et al., 1998). A 
35-mm single-lens reflect camera is focused on the illuminating 
plane. Photographs of the flow are taken on Agfa film with a 
shutter speed of 1/1000 s for the capture of highly fluctuating 
flows. Figures 10(a) and (b) show the secondary-flow structures of 
a = 75 and 45 deg, respectively. The laser sheet cuts across the 
center of the second hole (z/d = 4.5) from the upstream end. It 
is seen that the jet for a = 75 deg washes thoroughly the bottom 
wall and directly impinges on the target plate near the corner )3. A 
counterrotating vortex pair seems to be created around the upper 
portion of the duct. These vortices are, in fact, transient and 
relatively stagnant as compared to the jet flow, resulting in a lower 
heat transfer near the corner y (Fig. 7). Note also that the Gorlter 
vortices along the concave surface of a circular swirl chamber that 
were observed by Ligrani et al. (1998) are not found in the present 
sharp-edge triangular duct. As for a — 45 deg (Fig. 10(b)), rather 
than directly impinging on the target wall, the jet lifts off from the 
bottom wall and turns into the main stream, resulting in a swirl 
motion of the fluid in the duct center. This single swirl flow 
presents continually, and is much stronger than the double swirl 
motions in Fig. 10(a). In addition, the swirling jet contacts the 
target wall at about one-third span distance from the corner j3, 

Fig. 9 Detailed heat transfer coefficient distribution on the bottom and 
target walls for a = 35 deg, (a) Re = 8600, (£>) Re = 11,700, and (c) Re = 
16,900 
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Fig. 10 Smoke-injection visualization of the secondary flow structures 
of the triangular duct at zld = 4.5, (a) a = 75 deg (b) a = 45 deg 

which gives an explanation that high heat transfer region moves 
toward the span center of the target plate as a reduces from 75 to 
45 deg. In summary, the jets appear to be coalescing with the 
decrease in jet-inlet angle. There seems to some kind of increased 
mixing induced by the swirl for shallow angle. Further efforts 
about the measurement in mean and fluctuating velocities are 
required to improve the understanding of the turbulent transporta
tion mentioned above. 

Span-Averaged Nusselt Number Distribution. The effects 
of Reynolds number on the span-averaged Nusselt number distri
butions along the axial distance of the duct are shown in Figs. 11 
to 13 for different jet inlet angles. The upper and lower parts of 
each graph represent the results of the bottom and target walls, 
respectively. An array of arrows on each graph indicates the 

uwuuuww 
a =75* 

Fig. 12 Span-averaged Nusselt number distribution along axial dis
tance for a = 45 deg 

location and direction of the swirling jets. All heat transfer coef
ficients are normalized by the well-known Dittus-Boelter correla
tion for the fully developed pipe flow. The Nusselt number ratios 
on the bottom and target walls of the duct decrease with increasing 
Re for all jet inlet angles investigated. Again, the trends of the 
Nusselt number ratio distributions for a = 75 deg are significantly 
different from those of a = 45 and 30 deg. As shown in Fig. 11, 
the Nusselt number ratio has a repeated peak-valley distribution 
along the axial distance on both the bottom wall and the target 
wall, especially for Re = 11,700. The local maximum of Nusselt 
number ratio on the bottom and target walls corresponds, respec
tively, to the wall and impinged jets. In the present study, the jets 
flow over the bottom wall but do not penetrate through the duct 
core region. Therefore, the crossflow effect is not as strong as that 
in Huang et al. (1998) with jets across the mainstream. Conse
quently, only a slight decrease in the Nusselt number ratio due to 
the crossflow is observed in Fig. 11. As for the results of a = 45 
and 30 deg shown in Figs. 12 and 13, the distributions of Nusselt 
number ratio on the bottom and target walls are roughly similar. It 
starts with a local minimum from the upstream end, increases 
downstream, and reaches to a local maximum at about zld = 5-7 
for a = 45 deg and zld = 10-12 for a = 30 deg, and then 
decreases gradually downstream. The locations of local maximum 
values are well washed by the swirl jets without initial crosssflow. 

Wall-Averaged Nusselt Number. 

Correlation. Detailed heat transfer results from the present 
study are the average of the entire bottom and target plates to 

10 
a =30° 

Fig. 11 Span-averaged Nusselt number distribution along axial dis
tance for a = 75 deg 

Fig. 13 Span-averaged Nusselt number distribution along axial dis
tance for a = 30 deg 
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Fig. 14 Wall-averaged Nusselt number as a function of Reynolds num
ber 

produce the wall-averaged Nusselt number. The wall-averaged 
Nusselt number for each jet inlet angle is plotted against the 
Reynolds number in Fig. 14. The results of the bottom and target 
walls for different a respectively correlate for Reynolds-number 
dependence as Nu = C,ReC2. The coefficients of C, and C2 for 
each a and the deviations between the actual experiments and 
these correlations are displayed in Table 1. It is seen that a affects 
the bottom-wall heat transfer more significantly than the target-
wall heat transfer. On the bottom wall, the wall-averaged Nusselt 
number ratios for a = 75 deg are higher than those for a = 45 deg, 
and subsequently higher than those for a = 30 deg. That is the 
stronger the wall jet, the higher the bottom-wall heat transfer. On 
the target wall, however, ducts of a = 45 and 30 deg have almost 
the same heat transfer enhancement, and slightly higher than that 
of a = 75 deg, indicating that the swirl-motioned flow could 
produce a higher target-wall heat transfer than impinged jets. 

Comparison With Previous Works. Figure 15 shows the com
parison of the present target-wall results of a = 75 deg with the 
correlations by Van Treuren et al. (1994) and Huang et al. (1998) 
for the wall cooled by arrays of impinged jets. The case a = 75 
deg, selected for comparison, is because it is closely related to the 
jet impingement. To place all results on the common basis, the 
present Nusselt number and Reynolds number have been plotted 
based on the jet parameters (i.e., jet hole diameter and the average 
jet velocity). The correlation by Van Treuren et al. (1994) was 
developed based on an array of five by eight jets. The jet spacing 
was eight hole diameters (s/d = 8.0) in both spanwise and 
streamwise directions. In Huang et al. (1998), a total of 4 by 12 jet 
holes was distributed on the jet plate, and the jet spacing was fixed 
at s/d = 4.0. In both works, the jets impinge normally on the 
target wall. It is seen from this figure that the jet Reynolds number 
(Re,,) dependence of the jet Nusselt number (Nurf) are largely 
similar between the present work and Van Treuren et al. (1994). 
The present heat transfer data are higher than those obtained by 
Van Treuren et al. (1994) and by Huang et al. (1998) although the 
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Fig. 15 Comparison of the target wall heat transfer between the present 
work of a = 75 deg and the previous works 

present jet has an inclined angle with respect to the target wall. The 
fact may be due to the small jet spacing (s/d = 3.0) employed in 
the present work and, partly, due to the less crossflow effect for the 
present wall-jet impingement. 

Concluding Remarks 
Heat transfer characteristics in a swirling triangular duct with an 

array of side-entry jets have been studied experimentally. Detailed 
heat transfer coefficient distributions on two principal walls of the 
triangular duct are measured using a transient liquid crystal tech
nique to examine the effects of flow Reynolds number and jet inlet 
angle. These detailed distributions not only provide a better un
derstanding of the heat transfer enhancement by swirling jets in a 
triangular duct encountered in the leading-edge cooling of the 
turbine blade, but also provide a reference for computational fluid 
dynamic-based studies relating to the swirling-flow heat transfer. 
Main findings based on the experiments are as follows. 

1 From the traces of heat transfer coefficient distribution on two 
principal walls of the triangular duct and the secondary-flow 
structures visualized by smoke injection, in general, the en
hancements of heat transfer for a = 75 deg are attributed 
mainly to the wall as well as impinged jets. As for a = 45 and 
30 deg, the mechanisms of heat transfer enhancements in the 
triangular duct are characterized as the swirling-flow cooling. 

2 The dead zone appearing near the corner y for a = 75 deg can 
be improved by decreasing a to enhance the swirling flow. 
Meanwhile, however, another two dead zones are created near 
the corner |3 and the upstream closed end of the duct. 

3 The jet inlet angle affects strongly the averaged bottom-wall 
heat transfer but relatively insignificantly the averaged target-
wall heat transfer. Among the three jet inlet angles investi
gated, a = 75 deg has the highest bottom-wall heat transfer 
coefficient due to the strongest wall-jet effect. However, on the 
target wall, the heat transfer enhancement by the impinged jet 
as done by a = 75 deg seems to be less notable than that by the 
swirl-motioned flow as done by a = 45 and 30 deg. 

4 The average heat transfer coefficients on the bottom wall are 
higher than those on the target wall for all three jet inlet angles 

Table 1 Coefficients of wall-averaged heat transfer correlations 

a 

75 deg 
45 deg 
30 deg 

c, 
1.8902 
1.2329 
1.0831 

Bottom Wall 

c2 

0.5178 
0.5459 
0.5382 

Error 

6.7% 
3.1% 
8.2% 

Nu = 

Eq. 

5-1 
5-2 
5-3 

= c, ReC2 

c, 
2.2466 
6.0231 
9.4831 

Target Wall 

c2 

0.4574 
0.3609 
0.3160 

Error 

5.4% 
3.6% 
5.3% 

Eq. 

5-4 
5-5 
5-6 
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investigated, especially for a = 75 deg. Correlations for the 
wall-averaged Nusselt number for the bottom and target walls 
of the triangular duct have been developed in terms of the flow 
Reynolds number for three different jet inlet angles. 
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Model and Powder Particle 
Heating, Melting, 
Resolidification, and 
Evaporation in Plasma 
Spraying Processes 
A comprehensive model is developed to study the heating, melting, evaporation, and 
resolidification of powder particles in plasma flames. The well-established LAVA code for 
plasma flame simulation is used to predict the plasma gas field under given power 
conditions, and provide inputs to the particle model. The particle is assumed to be a 
spherical and one-dimensional heat conduction equation with phase change within the 
particle is solved numerically using an appropriate coordinate transformation and finite 
difference method. Melting, vaporization, and resolidification interfaces are tracked and 
the particle vaporization is accounted for by the mass diffusion of vapor through the 
boundary layer around the particle. The effect of mass transfer on convective heat transfer 
is also included. Calculations have been carried out for a single particle injected into an 
Ar-H2 plasma jet. Zirconia and nickel are selected as solid particles because of their 
widespread industrial applications as well as significant differences in their thermal 
properties. Numerical results show strong nonisothermal effect of heating, especially for 
materials with low thermal conductivity, such as zirconia. The model also predicts strong 
evaporation of the material at high temperatures. 

1 Introduction 
The quality of thermal spray coatings is directly determined by 

the velocity, temperature, melt fraction, and size of the sprayed 
powder particles when they impact the substrate. A reliable de
scription of transport phenomena associated with the sprayed 
particles is therefore essential to improved understanding of the 
relationship between the key process parameters and effective 
control of the coating quality. 

Particle motion and heating is a well-researched topic in fluid 
mechanics and heat transfer. Many well-established models for 
particle-gas interaction can be conveniently employed in the mod
eling of plasma spray processes by adding some special effects of 
the thermal plasma. These effects, are due to special characteristics 
of the thermal plasma such as high temperature and temperature 
gradients, low pressure, noncontinuum effects, strongly varying 
plasma properties, thermophoresis, turbulent dispersion, evapora
tion, etc. These effects have been discussed extensively by Pfender 
and his co-workers (Pfender and Lee, 1985). Their work on non-
continuum effects (Chen and Pfender, 1983a, b) and the influence 
of varying plasma properties (Lee et al., 1981) on particle drag and 
heat transfer has been widely cited in the literature. 

The vaporization of molten droplets has also drawn significant 
research attention. A number of papers have been published on this 
issue. Mostly, a simple heat transfer model has been used (Proulx 
et al., 1985; Das and Sivakumar, 1990), which assumes that the 
vaporization takes place only when the particle temperature (or the 
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temperature at the surface) reaches the boiling point and the 
vaporization rate is controlled only by the heat flux at the particle 
surface. As we know, most materials can be vaporized at temper
atures much lower than the boiling point and the vaporization rate 
can be very high near the boiling point. A model that can consider 
vaporization at any temperature is therefore necessary to properly 
account for the rate of evaporation at the particle surface. In an 
early work, Fiszdon (1979) included the effect of diffusion of the 
vaporized particle materials in his model and investigated the 
phase change of an alumina particle into a known plasma jet field. 
A comprehensive model considering both the Langmuir evapora
tion and mass transfer of species across the boundary layer has 
been recently proposed by Westhoff et al. (1992). The model is 
based on the harmonic average of mass transfer coefficients due to 
Langmuir evaporation and the mass transfer through the boundary 
layer. This treatment can introduce errors by allowing the particle 
temperature to become much higher than the boiling point if the 
heat transfer rate is very high, which can allow the heat gain to 
exceed the energy needed to overcome the latent heat of vapor
ization. This became evident when we tried to use this model. 
Vardelle et al. (1997) have recommended the use of the Langmuir 
expression for evaporation under the vacuum environment and the 
mass diffusion expression under atmospheric conditions. Although 
no detailed evaporation calculations under the real plasma spray 
condition are reported in their paper, it outlines the basic transport 
phenomena related to the vaporization of powder particles. 

The effect of mass transport (vaporization) on convective heat 
transfer is another important issue related to vaporization. This 
problem has been well documented in the combustion literature. 
The review papers by Law (1982) and Faeth (1983) present de
tailed descriptions of the mass diffusion-controlled vaporization as 
well as its effect on heat transfer. Although the importance of this 
effect in plasma spraying has been noted by Boulos et al. (1993) in 
their comprehensive review, no detailed calculations and discus-
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Fig. 1 Illustration of the possible phase-change paths and conditions of 
the powder particle in-flight 

sions were presented. In fact, this effect has been mostly ignored 
in thermal spray modeling (Chen and Pfender, 1982), even though 
it can be as significant as the Knudsen effect. This has been 
incorporated into the particle-plasma heating model presented 
here. 

In addition to evaporation, the powder particles may also expe
rience other phase changes, like melting and resolidification 
(Fiszdon, 1979). As illustrated in Fig. 1, a solid powder particle is 
partially melted to condition 52 during the early heating stage. It 
may impact the substrate under this condition or it may undergo 
two different phase-change paths depending on the local plasma 
gas conditions. One possible path is that it continues to be heated 
up and fully melted (S31). Meanwhile, evaporation can occur at 
the surface and cause decrease in particle size (S3"). If it does not 
hit the substrate soon, resolidification will start on its surface layer 
(54') due to lower plasma temperatures and eventually it will get 
fully solidified (55'). Another possible path is that the particle is 

cooled down before it is fully melted and it starts getting resolid
ified at its outer surface (53). It is also possible that the entire melt 
will be resolidified before the particle reaches the substrate. Evi
dently, the particle may end up impacting the substrate under any 
condition between 52 — 54 or 52 — 55' and the condition under 
which it reaches the substrate will have a strong influence on the 
coating quality. A particle model is developed here that is capable 
of predicting all of these possible conditions. 

Furthermore, most of the plasma spray analyses have assumed a 
uniform temperature within the particle, which is reasonable for 
metal and alloy powders. However, for the materials with low 
thermal conductivity, or to be exact, for the particle with a large 
Biot number, the temperature gradient within the particle can 
become high. In fact, during the transient heating of a particle, 
internal heat conduction should be accounted for, if the Biot 
number is greater than 0.02 (Wei et al., 1988). 

Models for particle heating with consideration of internal con
duction, melting, evaporation, and solidification were applied or 
verified without the coupling with the plasma flow field (Fiszdon, 
1979; Chen and Pfender, 1982; Lee, 1988; Das and Sivakumar, 
1990). Comprehensive studies on both plasma gas and particle 
heating with different applications such as DC plasma, RF induc
tion plasma and supersonic plasma processing systems have been 
reported by Proulx et al., (1985), Wei et al, (1987, 1988), and 
Westhoff et al., (1992). In this paper, we simulate an Ar-H2 DC 
plasma spraying system with the consideration of plasma chemis
try, turbulence mixing, and interaction between the plasma gas and 
the powder particles. 

Here, we present a model that accounts for the temperature 
variation in the particle based on heat transfer by convection and 
radiation at its surface, and phase change of the powder particles 

Nomenclature 

a = thermal accommodation coeffi
cient 

B = mass transfer number 
cp = specific heat capacity, J/kg-K 

CD = drag coefficient, Eq. (28) 
d = particle initial diameter, m 
D = diffusion coefficient, m2/s 

/Kn = factor of Knudsen effect, Eq. 
(16) 

/prop = factor to account property vari
ation, Eq. (15) 

/„ = factor for mass transfer, Eq. 
(14) 

k = thermal conductivity, W/m-K 
k = turbulence kinetic energy, J/kg 

Kn* = effective Knudsen number 
Lm = latent heat of fusion, J/kg 
L„ = latent heat of vaporization, J/kg 
m„ = vaporization rate, kg/s 
Pr = Prandtl number, Eq. (13) 

Qcam — convective heat transfer rate, 
J/s 

Q„d = radiative heat transfer rate, J/s 
(2vaP

 = heat transfer rate for vaporiza
tion, J/s 

r = radial coordinate for the parti
cle, m 

rf = inner radius of domain ;', m 
rt = outer radius of domain i, m 
r,„ = position of the melting inter

face, m 
m. rm = vicinity of the melting inter

face, m 
rp = particle radius, m 

= position of the solidification 
interface, m 

= vicinity of the solidification 
interface, m 

= gas constant, J/mole-K 
= gas pressure, N/m2 

= vapor pressure, N/m2 

= Reynolds number, Eq. (12) 
= Schmidt number, Eq. (23) 
= Sherwood number, Eq. (23) 
= time coordinate, t 
= temperature, K 
= temperature at the melting in

terface, K 
= temperature outside boundary 

layer, K 
= particle surface temperature, K 
= melting point, K 
= Favre-averaged velocity vector, 

m/s 
= velocity fluctuation, m/s 
= particle velocity vector, m/s 

v„ = mean molecular speed, m/s 
W = molecular weight of the gas 

mixture, kg/mole 
W0 = molecular weight of gas with

out vapor, kg/mole 

p 
Pv 

Re, 
Sc 
Sh 

t 
T 

T, 

T 
U 

U' 
u„ 

W,, = molecular weight of the particle, 
kg/mole 

Y* = mass fraction of vapor at surface 
Y* = vapor mass fraction outside bound

ary layer 

Greek Symbols 

y„, = specific heat ratio of gas, cjc,, 
e = surface emissivity coefficient 
e = dissipation rate of k, 1/s 
/u = viscosity, N-s/m2 

£, = transformed coordinate for domain 
;' 

pp = particle density, kg/m3 

p = turbulent mean density of gas, 
kg/m3 

(j = Stefan-Boltzmann constant, J/m2-
s-K4 

4> = general representation of variable 

Subscripts 

c = the cell where the particle is lo
cated 

/ = the film temperature 
p = particle 
w = the vicinity of particle surface 

Superscript 

~ = Favre-averaged quantity 
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including melting, evaporation, and resolidification. A numerical 
scheme based on coordinate transformation is used to treat the heat 
conduction with moving interfaces and boundaries. The coupling 
between plasma jet and particles is considered and the effect of 
evaporation on the heat flux to particles is discussed. 

BT 
iiconv - G™, - Q rue (4) 

The following boundary condition at the resolidification interface 
r, is needed if resolidification occurs: 

2 Governing Equations 

2.1 Powder Particles. In the computer model, LAVA, the 
injected powder particles are discretely treated in a Lagrangian 
manner. Computational particles are created at the point of injec
tion and tracked throughout their flight. By solving the plasma gas 
equations, LAVA provides the information on conditions external 
to the particle. Heat transfer and phase change within the particle 
and mass transfer from its surface can be calculated based on this 
information if a suitable particle model can be developed. 

2.7.7 Energy Transport in a Particle. To develop a particle 
heating, melting, resolidification, and evaporation model we as
sume that the spherical symmetry is applicable and internal con
vection within the molten part of the particle is negligible. The 
spherical particle is heated up (or cooled down) by surrounding 
plasma gas (local conditions) by heat convection and thermal 
radiation. The temperature distribution within the particle is then 
governed by heat conduction, and can be obtained from 

dT 1 d 
P"C" dt~ r2dr[k"r dr 

dT 
(1) 

where the subscript/? represents the particle and the properties p,„ 
c,„ and kp are taken as local values. Although they can be easily 
considered as functions of both temperature and phase, they are 
only allowed to change upon phase change in the present model. 

Because the particle may undergo phase change during the 
flight, such as melting, vaporization, and even resolidification, 
there may exist internal phase-change interfaces other than the 
particle surface. The phase-change interface can be treated either 
as a heat source (Groma and Veto, 1986) or as a boundary for the 
heat conduction system. We prefer to treat it as an additional 
boundary between the two different phase domains. The number of 
such phase-change interfaces will depend on the temperature dis
tribution inside the particle. For example, there is no phase-change 
interface in the case of a solid particle (SI in Fig. 1) or completely 
molten particle (53'), one interface for a partially molten particle 
(S2 and 54'), and two interfaces for a partially molten and then a 
resolidified particle (S3). All these phase-change interfaces, in
cluding the particle surface if vaporization occurs, are moving 
boundaries. The boundary conditions for a partially melted particle 
(with one internal interface) are given below, with the geometry 
illustrated in Fig. 2: 

dT 

Jr 
= 0 

dT 

dr 

dT 

Jr Lmpp 

dr„, 

dt 

(2) 

(3) 

dT' 

Jr 

dT 

Jr = LmPi 
dr, 
It' 

(5) 

In the above equations, rp(t) is the radius of the particle, which 
may change due to vaporization. The rate of heat transfer by 
convection, vaporization and radiation are given below: 

ficonv = 4 l T » > ( ? c - 7",) 

fiv.,P = mj.,, 

Qai = 47rr2
pea(Tt - f 1 

(6) 

(7) 

(8) 

where, the overhead ~ refers to the Favre-averaged value for all 
dependent variables in the plasma phase. Favre-averaged quanti
ties are used to account for steep variation of density in the plasma 
flame, since this kind of mass-averaging allows a direct correlation 
between the turbulent fluctuations of density and other variables 
(Williams, 1985). The subscript c represents the location surround
ing the particle, which is in fact the computational cell in LAVA 
for the plasma gas in which the particle is located and subscript » 
represents the condition far away from the particle. In Eq. (7), L„ 
is the latent heat of vaporization and m„ is the vaporization rate 
that can be obtained using a vaporization model, to be discussed 
later. The plasma gas is assumed to be optically thin and therefore 
only the radiation between the particle surface and far-away envi
ronment is considered (Boulos et al., 1994). A small content of 
metal vapor in plasma gas will significantly affect the radiative 
property of the surrounding plasma, and hence, the assumption of 
optically thin vapor layer in the plasma gas may be questionable 
(Boulos et al, 1994). However, we make this assumption for the 
sake of simplification of calculations, and also, because the infor
mation on radiation properties of zirconia and nickel vapors are 
lacking. This area needs further investigation, particularly by con
ducting experimental measurements, to account for the radiation 
effects of vaporization. 

The convection heat transfer coefficient, h, in Eq. (6) can be 
calculated from 

h 
kfNu 

(9) 

Here, the subscript / denotes the value calculated at the film 
temperature, 7}, which is introduced to deal with the steep tem
perature gradient in the boundary layer surrounding the particle 
and strong dependence of the physical properties of plasma gas on 
the temperature, see Fig. 2. The film temperature tf is defined as 

Tf= (ft. + f J / 2 . (10) 

The subscript w indicates the immediate vicinity in the gas phase. 
The Nusselt number, Nu in Eq. (9), can be evaluated using an 

appropriate correlation, for example, 

Nu= (2.0 + 0.6 Rei /2Pr"3) (/prop) jKn.lv 

(ID 

In the above equation, the terms in the first bracket is the Nusselt 
number expression that accounts for forced convection heat trans
fer from a sphere (Ranz and Marshall, 1952), where the Reynolds 
number and Prandtl number of plasma gas are defined as 

Fig. 2 Schematic of the particle geometry and heating model 
Re„ 

2pfr„\l] + U' - U„l 
(12) 
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Pr = 
HCPJ 

kf • 
(13) 

The factor /„ accounts for the effect of mass transfer due to 
vaporization, and is given by (Faeth, 1983) 

L-
mvcpj/2irrpkf 

exp{m„c pjl2irr ,,£/} — 1 
(14) 

The factors/prop and/Kn in Eq. (11) represent the effects of variable 
plasma properties and noncontinuum, respectively. They can be 
obtained from (Lee et al., 1981; Chen and Pfender, 1983a): 

/Kn ~~ 1 + 

PcV-c 

(2-aU yw ^ 
I a ) \ 1 + yw, ) ^ K n * . 

(15) 

(16) 

where a is the thermal accommodation coefficient with a recom
mended value of 0.8 (Chen and Pfender, 1983a), y„ and Pr„ are the 
specific heat ratio and the Prandtl number of the plasma gas 
evaluated at the surface temperature. Here, Kn* is the Knudsen 
number based on an effective mean free path and can be obtained 
from an appropriate expression, e.g., Chen and Pfender (1983a): 

Kn* = 
Pr„ 

P»vwr„ cpj 

(17) 

where vw is the mean molecular speed that is dependent upon the 
average molecular weight W of the gas mixture as well as on the 
gas temperature near the particle surface, tw, and is given by 

(S°ilTw\ 
(18) 

2.1.2 Melting, Re solidification, and Vaporization. Both equi
librium and nonequilibrium melting models have been reported in 
the literature, that can yield the solid/melt interface velocity, 
drjdt, to be substituted in Eq. (3). In the equilibrium model, the 
interface temperature is taken as the equilibrium melting point, T„, 
and drjdt is directly obtained from the melting interface condi
tion, Eq. (3). 

In the nonequilibrium model for rapid melting, the interface 
temperature, Th is correlated to the interface velocity through the 
following linear kinetics relationship (Wang and Matthys, 1996): 

drm 

dt Hk(T,„ ~ T,) (19) 

where /xt is the linear kinetic coefficient, a property of the mate
rial. Its value for nickel and zirconia is estimated as 0.85 and 10 2, 
respectively (Wang and Matthys, 1996). 

Resolidification can be treated in the same way as melting. In 
the equilibrium model, the interface temperature is set to the 
melting point and drjdt is directly obtained from Eq. (5). In the 
nonequilibrium model, the formulation for interface velocity, sim
ilar to Eq. (19), can be written as 

dr„ 
= Pk(Tj ~ Tm). (20) 

For plasma spraying under atmospheric conditions, the evapo
ration rate ra„ in Eq. (7) is generally controlled by the vapor 
diffusion through the boundary layer around the particle (Vardelle 
et al., 1997), which can be expressed as (Faeth, 1983) 

mv = 2(pD)fTrrp In (1 + B) Sh (21) 

where the Sherwood number, Sh, accounts for the convective mass 
transfer. Considering the effect of noncontinuum on mass transfer 

to be negligible, the Sherwood number can be evaluated from 
(Faeth, 1983) 

Sh= 2.0 + 0.6 R e ^ S c 1 

with the Schmidt number Sc defined as 

Sc^ 
H 

(pD)/ 

The mass transfer number B in Eq. (21) is defined as 

Y* - ?„ 
B = 

1 - Y* 

(22) 

(23) 

(24) 

where K„ is the mass fraction of vapor outside the boundary layer 
whose value is usually taken as that at the computational cell, and 
Y* is the mass fraction of vapor in the vicinity of the particle 
surface, given by 

Y* = 
WB 

W„+W0(pc/pv-l)-
(25) 

In the above equation, Wp is the molecular weight of the powder 
material, W0 is the molecular weight of the gas mixture excluding 
the vapor species, pc is the pressure in the computational cell, and 
pv(Ts) is the vapor pressure, which is a strong function of the 
particle surface temperature. 

As the particle surface temperature T, approaches the boiling 
point Tb, the value of Y* becomes larger and larger and finally 
approaches unity. In this situation, the vaporization rate mv be
comes so high that the energy needed to overcome the latent heat 
of vaporization $vaP is balanced by the net heat transfer to the 
particle, i.e., the right-hand side of the particle surface boundary 
condition in Eq. (4) reduces to zero. This leads to the expression of 
the widely used heat transfer controlled vaporization model, 

= (6„ QrJ'Lv. (26) 

The particle surface temperature in this situation is usually taken as 
the boiling point. 

2.1.3 Momentum Transport. The driving forces on a particle 
immersed into a plasma jet include the viscous drag, the pressure 
gradient, the Basset history, and the gravitational force. As already 
discussed by many researchers (Pfender and Lee, 1985), most of 
the driving forces, except the viscous drag force, can be neglected 
for a particle with a size smaller than 100 ;u,m. When drag is the 
only driving force, the momentum equation can be written as 

dV„ 

dt 8 

3 p CD 

PP
 rP 

IU + U' - U„I(U + U' - U„). (27) 

Here, the velocity fluctuation, U' approximates the fluctuating 
effects of turbulence on tiny particles, which is still an unclear 
topic in turbulent two-phase flow. By considering the effects of 
variable plasma properties and Knudsen noncontinuum on drag 
(Lee et al, 1981; Chen and Pfender, 1983b), the drag force 
coefficient CD can be written as 

CD 

24 

ReT 1 + 
+ 0.4)/p r oV5 /°K n

4 5 (28) 

where the dependence of drag coefficient on Reynolds number, 
Rep, is taken from a simple form proposed by White (1974), which 
is valid for Re,, < 100. For evaporating droplets, the formulation 
of drag coefficient in Eq. (28) still provides a good correlation 
(Faeth, 1983). 

2.2 Plasma Gas. In this study, the plasma jet is calculated 
using the well-established LAVA code (Ramshaw and Chang, 
1993), which is a three-dimensional CFD code developed for 
transient simulation of thermal plasma. Here, we use only a two-
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Table 1 Processing Parameters 

Processing Parameters Value 

current 
voltage 
power efficiency 
primary gas flow 
secondary gas flow 

600 Amps 
70 Volts 
0.7 
40 SLM Ar 
12 SLM H2 

dimensional version of the LAVA code because of the following 
two reasons: the two-dimensional version is fully tested (including 
the validation in our laboratory) and three-dimensional calcula
tions require enormous computational resources for any realistic 
calculation. The comprehensive model employed in this algorithm 
treats the plasma as a compressible, multicomponent, chemically-
reacting ideal gas with temperature-dependent thermodynamic and 
transport properties. In LAVA, the ionization, dissociation, recom
bination, and other chemical reactions are treated using a general 
kinetic algorithm (Ramshaw and Chang, 1995). A reduced set of 
reactions is used for the argon-hydrogen plasma considered here 
and is listed in the Appendix. This set of reactions is a combination 
of the reaction mechanism for argon plasma provided by Chang 
and Ramshaw (1993) and that for the nitrogen-hydrogen plasma 
used by Chang and Ramshaw (1996). The following chemical 
species were therefore included in the calculations: Ar, Ar+, H2, H, 
H+, N2, N2

+, N, N+, 02 , O, 0 + , and e~. 

A detailed description of the physical model and numerical 
techniques incorporated into LAVA can be found in the article by 
Ramshaw and Chang (1993). The governing equation that is 
solved in LAVA is given in its general form, for a two-dimensional 
cylindrical coordinate system, as 

d(p(j>) 1 d(pxu<f>) d(pv(f>) 

dt x dx dy 

1 d 

X dx 

p. + fJL, 3 $ 
x — 

ax dx 

d (jii + p., 3<J> 

ay dy 
+ Si. (29) 

Here, <j> represents all of the dependent variables, including veloc
ities in the x and y directions, u and v, the mass fraction Y, of 
chemical species or component i, and the thermal internal energy 
e. Si is a general representation of the source term for variable $. 
The standard k - i model (Launder and Spalding, 1972) is used 
to estimate the turbulent viscosity p., and the equations for k and 
e follow the general form of Eq. (29). Local thermodynamic 
equilibrium is assumed in the plasma jet for the calculations 
reported here. 

3 Numerical Method and Validation 
The numerical method for the solution of plasma gas equations 

is described by Ramshaw and Chang (1993) and will be omitted 
here for brevity. Only the numerical technique used to solve the 
particle heat conduction equation with moving phase-change in
terfaces is addressed here. To fix the solid/melt and melt/vapor 
interfaces in the computational domain, the original physical co
ordinate is transformed into a new dimensionless coordinate by 
introducing a new coordinate, 

r -

arated by the phase-change interface are transformed to a corre
sponding computational domain starting from 0 to 1. Equation (1) 
is then transformed to 

1 d 
PPCV 

dT _ 

~dt=(K - rr)\{rt - r-)^+ r^H, 

X [* , [ (>-r-r ( - )6+r, - ] 2 ]^ 

£ drt 1 - & drj 
+ PPC, r-, dt rf - r, dt 

dT 

H~r 
(31) 

The boundary conditions for each individual computational do
main in the case of one solid/melt interface, for example, are given 
as 

dT 
= 0 

fl=0 

dT 

Hi fi = i 

dT 

Hi 
LmPP 

?2 = 0 

dr,„ 

dt 

4irr 
dT 

H> Qa sivap 

(32) 

(33) 

(34) 

A boundary condition similar to Eq. (33) can be obtained if the 
particle starts solidifying at the outer surface when it passes 
through a low temperature field. Under such conditions, Eq. (34) 
will also need modifications, essentially (2vap = 0. The trans
formed heat conduction Eq. (31) is solved using the finite volume 
method ((Wang et al., 1997), see Wan et al. (1998) for the 
discretized equations). 

The computer model developed here has been validated against 
the analytical results of Solomon (1979) and the numerical solu
tion of Anselmo et al. (1991) for melting of a sphere. An excellent 
agreement is achieved. Sensitivity analysis for the influence of grid 
resolution has also been carried out with 10, 20, 40, and 80 grids. 
The variation in melt/solid interface positions with 10 and 80 grids 
is less than five percent while the CPU requirement increases by a 
factor of ten. Most of the calculations reported here have been 
carried out with ten grids in each subdomain. 

No effort has been made to validate the LAVA algorithm for 
plasma jet simulation since it is well established in the literature 
(Ramshaw and Chang, 1993; Chang and Ramshaw, 1993). A grid 
resolution of 56 in the %-direction and 65 in the y-direction is 
selected for the plasma gas calculation performed here. 

4 Results and Discussion 
The present study is conducted for a DC plasma system at Idaho 

National Engineering and Environment Laboratory that uses a 
Metco 9MB plasma gun (Smith et al., 1997). In order to display the 
effect of evaporation of molten droplets, we have selected high-
power and high H2 flow rates as processing conditions, as listed in 
Table 1. The nozzle diameter of the plasma gun is 7.5 mm and the 
powder is fed from outside the plasma gun, as illustrated in Fig. 3. 
The powder port is located axially 6.0 mm downstream from the 
nozzle exit and vertically 8.0 mm above the nozzle axis. For 
present calculations, the particles are injected into the stream at 5 

(30) 

where r~ and r,+ represent the inner and outer radii of the subdo
main, respectively, that may be solid or liquid. Therefore, for 
different subdomains separated by various phase interfaces, the 
coordinates after transformation will be different. For example, as 
shown in Fig. 2, in the case of only one solid/melt interface, r,- and 
r,+ for the solid domain are 0 and rm, respectively, while they are 
rm and rp, for the melt domain. 

After the coordinate transformation, each physical domain sep-

Table 2 Values of dimensional and nondimensional parame
ters for zirconia to show the particle-plasma interaction 

10 - 1200 m/s 
2 X 10~3 - 2 X 10"" kg/s.m 
2 X 10~2 ~ 1.2 W/m.K 
5 X 10~5 - 3.5 X 10-"kg/s.m 
105 - 10s W/K.m2 

0.35 - 0.65 

c0 Re„ 
/Kn 

Sc 
Nu 
Sh 

2 - 1 6 
5 - 2 5 
0.8 - 1.0 
0.7 
2.5 - 5 
2.5 ~ 5 

v,a 
V-s 
k, 
CpD), 

h 
Pr 
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powder feed 

1.25 mm 

^ • : - r ^ - r 

plasma gun 

Fig. 3 Schematic of a plasma spray system 

ms when the transient simulation of the plasma jet has reached the 
steady state. The initial velocity of the particle is taken as 11 m/s 
in a direction perpendicular to the axis of the plasma jet. 

Except for the validation calculations in which multiple particles 
are simulated simultaneously, most calculations are performed for 
single zirconia and nickel particles with diameters of 20, 40, and 
80 jjjn. The thermophysical properties of these materials are taken 
from Hultgen et al. (1973) and Samsonov (1973). The influence of 
the carrier gas flow on plasma flow field is neglected because of 
two reasons: (1) The carrier gas causes the flow pattern of the 
plasma jet to be somewhat nonsymmetrical which will require 
three-dimensional calculations. This will greatly increase the re
quirements of computational resources with very little effect on the 
particle behavior. (2) The carrier gas flow rate of 5 slm (standard 
liter per minute) is relatively low compared with the flow rate of 
the primary and secondary plasma gas, which is about 52 slm. 
Moreover, the cooling effect of the carrier gas is appreciable only 
in the vicinity of the powder injection nozzle. The heating of 
particles in this region is, however, relatively insignificant. There
fore, the assumption of negligible carrier gas effect is not expected 
to affect, in any significant manner, the results obtained for in
flight particles and the conclusions based on these results. 

4.1 Comparison With Experimental Data. To validate the 
particle heating and phase-change model, the experiments con
ducted by Smith et al. (1997) were simulated by using the above 
formulation. The operating conditions are the same as that listed in 
Table 1 and the particle size for zirconia powder varies between 30 
to 99 /xm. The particles are injected at an average velocity of 14.5 
m/s. 

Before we attempt to compare the calculations with the mea
surements, it is necessary to reexamine the methods used in the 
measurements of Smith et al. (1997), so that the experimental data 
can be interpreted accurately and a fair comparison can be made. 
In the experiment of Smith et al., the transverse and axial particle 
trajectory patterns were obtained using a spray pattern trajectory 
(SPT) sensor. In addition, a laser doppler velocimetry system 
capable of spectral width measurements is used to measure the 
average velocity and size of the particles. For the measurement of 
the particle velocity along the axis (Fig. 4(a)), the SPT sensor is 
focused on a very small region near the axis, and therefore, the 
average axial velocity of particles is in reality the velocity of the 
particles that are traveling along the axis. These are mostly the 
particles with small sizes, since most of the large particles move to 
the periphery of the flame due to larger inertia. The average 
in-flight particle temperatures are determined via two-color py-
rometry, using IPP 2000. Obviously, the measured particle tem
peratures represent the averaged temperature of many of the par
ticles moving through the focused cross section. 

Results presented in Fig. 4 are the particle velocity and temper
ature along the axial distance in this viewing frame. The particle 
velocity plotted in Fig. 4(a) are the number-averaged values for the 
particles within the selected size group, three curves representing 
three different size groups. Figure 4(a) clearly shows that the 
smaller particles have much higher axial velocity than the larger 

particles. The number-averaged temperature of the particles is 
shown in Fig. 4(b). While the smaller particles exhibit much larger 
overheating, the larger particles just reach the melting point (2950 
K) with many of them only partially melted or even not melted. 
This is because the larger particles have much higher heat capacity 
and need more time to get heated. Also, the general trajectories of 
the larger particles are away from the hot core of the plasma flame. 
Figure 4(b) also shows that the smaller particles cool down rapidly 
while the larger particles keep their temperature around the melt
ing point for a longer time during the flight. 

The agreement between the simulation and measurements, as 
shown in Fig. 4, is considered quite reasonable considering the 
uncertainty in measurements and only smaller particles passing 
through the viewing frame. Measurements in a plasma spraying 
system is very challenging. Although significant progress has been 
made to develop techniques for measurements of averaged particle 
velocity and temperature under plasma conditions, the data must 
be interpreted carefully and should be rather used for qualitative 
analysis and physical understanding than as exact quantitative 
values. 

The details of the model-predicted results on particle heating, 
melting, evaporation, and solidification are presented below for a 
single particle. 

4.2 Particle Heating History. Figure 5 shows the typical 
evolution of the particle surface temperature, Ts, together with its 
surrounding plasma temperature, Tg. The zirconia particle injected 
at time 5 ms takes about one-fourth of its dwell time to get into the 
hot core of the plasma jet and about the same length of time to be 
heated up to its maximum temperature. There is a short standstill 
as the surface temperature reaches the melting point (about 2590 
K) because the heat transferred to the particle at this point is 
mostly used to overcome the latent heat of fusion. As the surface 
temperature approaches the boiling point (about 5000 K), the 
vaporization of the particle becomes more and more significant, as 
indirectly demonstrated by the curve for/„ in Fig. 5. Although the 

2 5 0 

2 0 0 

1 5 0 -

W ^ 100 

5 0 

1 1 r 
• D=30-42 urn 
• D=56-71 urn 
D=85-100 urn 
Exp. Smith et al. 

2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 

Axial Distance [mm] 
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jg 4000 
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Exp. Smith et al. 
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Fig. 4 (a) Axial velocity, and (b) surface temperature of a zirconia par
ticle of different diameters. Experimental data for particle size 30 - 99 
/xm taken from Smith et al. (1997). 
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Fig. 5 Evolution of the temperature of the particle surface and the 
surrounding plasma gas, and the Influence factor, fn of mass transfer on 
heat transfer, for Zlrconia particle of 40 /xm 

Fig. 7 Comparison of the movement of the melt/solid Interface for 
zlrconia and nickel particles of three different sizes 

temperature of the surrounding plasma gas is still rising, the 
increase in surface temperature of the particle is very small. One 
reason for this behavior is that the heat transferred to a particle is 
mostly used for vaporization, and the other reason is that the 
convective heat transfer from the plasma gas to the particle is 
significantly reduced by the mass transfer due to vaporization. This 
reduction can be as high as about 70 percent as displayed by a 
sharp drop in /„. The decrease in convective heat transfer results 
from the net outward mass transfer that reduces the Nusselt num
ber, an effect very similar to that observed in blowing (Faeth, 
1983). At some point the plasma gas temperature Tg decreases 
below the particle surface temperature as the particle moves away 
from the plasma core. The particle then loses heat primarily by 
radiation and the surface temperature starts decreasing. 

To examine the contribution of radiation and convective heat 
transfer, they are calculated separately and presented in Fig. 6. 
Negative values of £)conv and positive values of £)rml represent heat 
loss from the particle surface and different scales are applied to 
2conv and £)rad on this plot. During the heating of a particle, the 
convective heat transfer dominates, which is about two orders of 
magnitude larger than the radiative heat transfer. Indeed, the heat 
transfer by convection increases during the heat-up stage since the 
temperature difference between the particle and plasma gas in
creases and the thermal conductivity of plasma gas is larger at 
higher temperatures. Similarly, the radiative heat transfer rate 
increases rapidly as the surface temperature increases. And it 
becomes relatively important only when the temperature of the 
surrounding plasma gas drops down significantly, i.e., the convec
tive heat transfer decreases. To show the importance of various 
parameters and their effect on transport mechanisms between the 
particle and plasma gas, the values of many useful dimensional and 
nondimensional parameters for a zirconia particle of 40 /urn are 
listed in Table 2. 

As already shown in Fig. 4(b), the particle temperature reaches 
a peak after traveling for a very short distance in the plasma jet. 

The actual time needed for the particle to reach the maximum 
temperature is, however, almost half of the particle dwell time in 
the plasma jet, as shown in Fig. 5. This means that within almost 
half of its in-flight time, the particle travels just a few centimeters 
downstream. This is because of the small particle velocity at the 
early stages of acceleration. 

The heat-up history of nickel particle is very similar to that of 
the zirconia particle, except for some small differences in the 
magnitude due to the variations in thermophysical properties. For 
example, a nickel particle of 40 /xm reaches the maximum tem
perature of about 2900 K at almost the same time as a zirconia 
particle of the same size. The vaporization, however, lasts much 
longer and more mass is vaporized in the case of nickel because of 
its lower boiling point (3187 K). 

4.3 Melting of a Particle. The movement of the melt/solid 
interface is shown in Fig. 7 for both the zirconia and nickel 
particles of three different sizes. Although the melt/solid interface 
velocity does not change much with the particle size, the rate of 
melting is quite different for the two different materials selected 
here. As represented by the slopes of the curves in Fig. 7, the 
velocity of zirconia melt/solid interface is much smaller than that 
in the case of nickel. This can be explained through the melting 
interface condition, Eq. (3); the larger latent heat of fusion for 
zirconia leads to its slower interface movement. 

The results (not shown here) on the melt interface movement 
obtained by using the nonequilibrium kinetic model, Eq. (19), are 
the same as that with the equilibrium assumption. This indicates 
that the net rate of heat transfer to the solid side of the interface is 
the controlling factor for particle melting and the simple equilib
rium model can be employed without any appreciable inaccuracy 
introduced into the model predictions. 

4.4 Resolidification of a Particle. No resolidification is ob
served in the case of particle sizes of 20, 40 and 80 ju,m. However, 
it occurs at a 100-/xm zirconia particle. As shown in Fig. 8, the 
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resolidification begins at about 6.6 ms, which corresponds to the 
axial distance of approximately 7.5 cm. This means that this 
particle will be partially resolidified when it impacts the substrate 
placed 10 cm away from the plasma torch. The thickness of the 
solidified layer grows slowly, indicating a relatively slow cooling 
rates because the heat must be diffused through the solid layer as 
soon as it is formed on the surface. The reason for resolidification 
of larger particles is that the trajectories of large particles deviate 
much more from the center line of the plasma jet due to their larger 
inertia. They fly quickly to the peripheral region where the plasma 
gas has much lower temperatures. They start to cool down and 
resolidify shortly after passing through the hot core of the plasma 
flame. The larger the particle, the faster it will start to resolidify. 
Additionally, because of the short residence time in the hot flame 
region, a larger particle does not get fully melted, as shown by the 
radius of the melting interface, rm, in Fig. 8. The melting interface 
stops moving towards the particle center at about 6.5 ms and then 
moves back due to resolidification at this interface. The melting 
interface has now become a solidification interface. At this point 
two resolidification interfaces, one moving inward and the other 
moving outward, appear. The outer resolidification has much 
higher velocity because of direct thermal interaction with the 
surrounding gas. 

4.5 Vaporization at the Surface and Effect of Mass Trans
fer. In order to compare the different vaporization models the 
particle temperature and radius obtained by using the mass diffu
sion controlled vaporization model and the heat transfer controlled 
model are plotted in Fig. 9. In the heat transfer controlled vapor
ization calculations, the boiling point of zirconia was chosen as 
5000 K, at which the vapor pressure is almost the same as the 
atmospheric pressure. As shown in Fig. 9, the surface temperature 
calculated with the heat transfer controlled model is higher than 
that with the mass transfer model, and the mass that has been 
vaporized is predicted to be more. The reason for the higher 
vaporization rate as predicted by the heat transfer controlled model 
is that a much larger amount of available heat is used for vapor
ization in this case. 

The effect of mass transfer on heat transfer, or on the particle 
temperature and diameter is further displayed in Fig. 10. These 
results show that without the correction of the mass transfer on 
heat transfer the particle temperature will be a little larger than that 
with the correction. This small increase in the surface temperature 
has a strong influence on the vaporization rate as reflected by the 
change of the particle radius. 

4.6 Effect of Internal Conduction. The computational re
sults with and without internal conduction for nickel and zirconia 
particles have also been obtained to examine the significance of 
internal conduction with respect to the material properties. Figure 
11 presents the temperature at the particle center and the surface. 
As expected, the nickel particles have negligible temperature dif
ference between the surface and the center, while in the case of 
zirconia the temperature difference is quite large. Obviously, this 

difference tends to be larger for larger particles and for higher rates 
of heat transfer at the surface. The result for an 80-/xm zirconia 
particle is very interesting. In this case, the temperature at the 
particle center reaches the melting point so late that the surface 
temperature has already fallen. This implies that in the case of a 
larger particle with low thermal conductivity, the central portion 
may not melt. This is consistent with the result obtained for a 
100-jam zirconia particle and is shown in Fig. 8. Figure 11 also 
shows that the particles with larger sizes have longer dwell time in 
the plasma jet; about 1.0, 1.4, and more than 2.0 ms for the 
particles of size 20, 40, and 80 ju,m, respectively. The difference 
between the zirconia and nickel on the dwell time is not so obvious 
because of the small difference in density of these two materials. 

5 Conclusions 

A comprehensive mathematical model has been developed to 
study the interaction of a plasma jet with powder particles while 
accounting for the temperature gradients within the particle, melt/ 
solid interface movement and particle vaporization. Special atten
tion has been paid to the modeling of vaporization and the influ
ence of vaporization on convective heat transfer. An effective 
numerical scheme based on coordinate transformation for the 
solution of internal heat conduction with moving interfaces and 
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boundaries has been developed. Computations have been per
formed for a single particle of zirconia and nickel with different 
sizes injected into an Ar-H2 plasma jet. Following are major 
conclusions: 

• In the case of powder fed from the outside of the plasma gun, 
the powder particles need about one-fourth of the dwell time 
to travel into the hot plasma core and about the same length 
of time to be heated to their maximum temperature. 

• Convective heat transfer dominates the heat-up stage while 
radiative heat transfer becomes important after the particle 
reaches its maximum temperature and the particle flies into 
the plasma plume with a relatively lower temperature. 

• Vaporization becomes significant even when the particle 
temperature is much below the boiling point. The mass 
diffusion-controlled model for vaporization modeling is 
therefore necessary to replace the simple heat transfer con
trolled model. 

• Mass transfer due to vaporization significantly reduces the 
convective heat transfer at the particle surface, thereby con
straining the vaporization rate. 

• Resolidification at the particle surface is possible in the case 
of large particles. 

• The movement of melt interface is controlled by heat trans
fer through the interface. The equilibrium model is adequate 
for the modeling of melting process. 

Acknowledgments 
Acknowledgments are due to NSF (MRSEC Program under 

Award No. DMR-9632570) and the Idaho National Engineering 
and Environment Laboratory, University Research Consortium 
Program, managed by Lockheed Martin Corporation for DoE. 

References 
Anselmo, A., Prasad, V., and Koziol, J„ 1991, "Melting of a Sphere when Dropped 

in a Pool of Melt with Applications to Partially-Immersed Silicon Pellets," 27th 
National Heat Transfer Conf., Minneapolis. 

Boulos, M. I., Fauchais, P., Vardelle, A., and Pfender, E., 1993, "Fundamentals of 
Plasma Particle Momentum and Heat Transfer," Plasma Spraying, R. Suryanaray-
anan, ed., World Scientific, Singapore, pp. 3-57. 

Boulos, M. I., E7auchais, P., and Pfender, E., 1994, Thermal Plasmas, Fundamentals 
and Applications, Vol. 1, Plenum Press, New York, p. 367, 372. 

Chang, C. H„ and Ramshaw, J. D., 1993, "Numerical Simulations of Argon Plasma 
Jets Flowing into Cold Air," Plasma Chemistry and Plasma Processing, Vol. 13, No. 
2, pp. 189-209. 

Chang, C. H., and Ramshaw, J. D., 1996, "Modeling of nonequilibrium effects in 
a High-Velocity Nitrogen-Hydrogen Plasma Jet," Plasma Chemistry and Plasma 
Processing (Supplement), Vol. 16, No. 1, pp. 5S-17S. 

Chen, X., and Pfender, E., 1982, "Heat Transfer to a Single Particle Exposed to a 
Thermal Plasma," Plasma Chemistry and Plasma Processing, Vol. 2, No. 2, pp. 
185-212. 

Chen, X„ and Pfender, E., 1983a, "Effect of the Knudsen Number on Heat Transfer 
to a Particle Immersed into a Thermal Plasma," Plasma Chemistry and Plasma 
Processing, Vol. 3, No. 1, pp. 97-112. 

Chen, X., and Pfender, E., 1983b, "Behavior of Small Particles in a Thermal 
Plasma Flow," Plasma Chemistry and Plasma Processing, Vol. 3, No. 3, pp. 351— 
366. 

Das, D. K., and Sivakumar, R., 1990, "Modeling of the Temperature and the 
Velocity of Ceramic Powder Particles in A Plasma Flame-I. Alumina," Acta Metall. 
Mater., Vol. 38, No. 11, pp. 2187-2192. 

Faeth, G. M„ 1983, "Evaporation and Combustion of Sprays," Prog. Energy 
Combust. Set., Vol. 9, pp. 1-76. 

Fiszdon, J. K., 1979, "Melting of Powder Grains in a Plasma Flame," Int. J. Heat 
Mass Transfer, Vol. 22, pp. 749-761. 

Groma, I., and Veto, B., 1986, "Melting of Powder Grains in Plasma Spraying," Int. 
J. Heat Mass Transfer, Vol. 29, No. 4, pp. 549-554. 

Hultgen, R., Desai, P. D., Hawkins, D. T., Gleiser, M., Kelley, K. K„ and Wagman, 
D. D., 1973, Selected Values of the Thermodynamics Properties of the Elements, 
American Society of Metals. 

Launder, B. E., and Spalding, D. B., 1972, Mathematical Models of Turbulence, 
Academic Press, New York. 

Law, C. K., 1982, "Recent Advances in Droplet Vaporization and Combustion," 
Prog. Energy Combust. Sci„ Vol. 8, pp. 171-201. 

Lee, H. E., 1988, "Heat Transfer of Particles in Plasma Flow," J. Phys. D: Appl. 
Phys., Vol. 21, pp. 73-78. 

Lee, Y. C , Hsu, K. C , and Pfender, E„ 1981, "Modeling of Particles Injected into 
a d.c. Plasma Jet," Proc. 5th Int. Symposium on Plasma Chemistry, Vol. 2, p. 795. 

Pfender, E., and Lee, Y. C , 1985, "Particle Dynamics and Particle Heat and Mass 

Transfer in Thermal Plasma, Part I, The Motion of a Single Particle without Thermal 
Effects," Plasma Chemistry and Plasma Processing, Vol. 5, No. 3, pp. 211-237. 

Ptoulx, P., Mostaghimi, J., and Boulos, M. I., 1985, "Plasma-particle Interaction 
Effects in Induction Plasma Modeling under Dense Loading Conditions," Int. J. Heat 
Mass Transfer, Vol. 28, No. 7, pp. 1327-1336. 

Ramshaw, J. D., and Chang, C. H„ 1993, "Computational Fluid Dynamics Mod
eling of Multi-component Thermal Plamsmas," Plasma Chemistry and Plasma Pro
cessing, Vol. 12, No. 3, pp. 299-325. 

Ramshaw, J. D., and Chang, C. H., 1995, "Iteration Scheme for Implicit Calcula
tions of Kinetics and Equilibrium Chemical Reactions in Fluid Dynamics," J. of 
Computational Physics, Vol. 116, pp. 359-364. 

Ranz, W. E., and Marshall, W. R., 1952, "Evaporation from Drops," Chem. Engrg. 
Prog., Vol. 48, No. 3, pp. 141-173. 

Samsonov, G. V., 1973, The Oxide Handbook, Plenum, New York (translation 
from Russian). 

Smith, W., Jewett, T. J., Sampafh, S., Swank, W. D., and Fincke, J. R., 1997, 
"Plasma Processing of Functionally Graded Materials Part I: Process Diagnostics," 
Proc. United Thermal Spray Conf, C. C. Berndt, ed., ASM International, Materials 
Park, OH, pp. 599-605. 

Solomon, A. D., 1979, "Melt Time and Heat Flux for a Simple PCM Body," Solar 
Energy, Vol. 22, pp. 251-257. 

Vardelle, A., Themelis, N. J., Dussoubs, B„ Vardelle, M., and Fauchais, P., 1997, 
"Transport and Chemical Rate Phenomena in Plasma Sprays," J. of High Temp. Proc, 
Vol. 1, No. 3, pp. 295-314. 

Wan, Y. P., Prasad, V„ Wang, G.-X., Sampath, S„ and Fincke, J. R„ 1998, 
"Modeling of Powder Particle Heating, Melting and Evaporation in Plasma Spraying 
Progresses," Proc. ASME Heat Transfer Division, Vol. 4, HTD-Vol. 361-4, ASME, 
New York, pp. 67-77. 

Wang, G.-X., and Matthys, E. F., 1996, "Modeling of Nonequilibrium Surface 
Melting and Resolidification for Pure Metals and Binary Alloys," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 118, pp. 944-951. 

Wang, G.-X., Prasad, V., and Matthys, E. F„ 1997, "An Interface-tracking Numer
ical Method for Rapid Planar Solidification of Binary Alloys with Application to 
Microsegregation," Materials Science & Engineering, Vol. A225, pp. 47-58. 

Wei, D. Y. C , Farouk, B., and Apelian, D., 1987, "Melting Powder Particles in a 
Low-Pressure Plasma Jet," ASME JOURNAL OF HEAT TRANSFER, Vol. 109, pp. 971-
976. 

Wei, D. Y. C , Farouk, B., and Apelian, D., 1988, "Melting Metal Powder Particles 
in an Inductively Coupled R. F. Plasma Torch," Metall. Trans. B, Vol. 19B, pp. 
213-226. 

Westhoff, R., Trapaga, G„ and Szekely, J„ 1992, "Plasma-Particle Interactions in 
Plasma Spraying Systems," Metall. Trans. B, Vol. 23B, pp. 683-693. 

White, F. M., 1974, Viscous Fluid Flow, McGraw-Hill, New York. 
Williams, F. A., 1985, Combustion Theory, 2nd Ed., Addison-Weslay, New York, 

p. 380. 

A P P E N D I X 

Reaction Mechanisms for an Ar + H2 Plasma into Air 
Kinetic reactions: 

H2 + M = 2H + M 

0 2 + M = 2 0 + M 

N2 + M = 2N + M 

Equilibrium reactions: 

Ar + e~ = Ar+ + 2e~ 

H + e" = H+ + 2e" 

N + e~ = N+ + 2e~ 

0 + e~ = 0 + + 2e~ 

N2 + N+ = N2
+ + N 

N + N = N2
+ + e ~ 

H + 0 2 = OH + O 

H2 + O = OH + H 

H20 + O = 20H 

H2 + OH = H20 + H 

Journal of Heat Transfer AUGUST 1999, Vol. 121 / 699 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of 
Heat Transfer 

This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers. 

Thermal Contact Resistance of Silicone 
Rubber to AISI 304 Contacts 

S. K. Parihar1 and N. T. Wright2 

Introduction 

Elastomers are highly extensible, compliant, and easily processed 
into a variety shapes; other properties vary according to the specific 
constituents. Elastomers may deform easily to occupy cavities at an 
irregular metal surface—unlike metal to metal contacts, these inter
faces may have more real contact area than apparent contact area. The 
typically low thermal conductivity and softness of elastomers, as 
compared with metals, often suggests that the total thermal resistance 
of a metal-elastomer-metal joint may be calculated using only the 
bulk thermal resistance of the elastomer, the interface resistances 
being neglected. For a thin elastomer layer or as additives increase its 
thermal conductivity, and as the bulk resistance of the elastomer thus 
decreases, the interface resistances may become significant. Existing 
contact resistance models (e.g., Cooper et al., 1969; Mikic, 1974; 
Sridhar and Yovanovich, 1994), developed for interfaces of two hard 
materials, are not applicable to elastomeric contacts because of the 
intrinsic properties of elastomers. Therefore, measurement of the 
thermal contact resistance (or its inverse, the contact conductance) for 
elastomeric interfaces is necessary. 

Fletcher and Miller (1974) report the thermal conductance of 
metal-elastomer-metal joints composed of commercially available 
gasket materials for aerospace applications. The elastomer thick
nesses ranged from 0.43 to 2.92 mm and many of the samples were 
filled with metal particles to enhance their thermal or electrical 
conductivity. The overall contact conductance of these joints in
creased with increasing contact pressure. Mohr et al. (1997) mea
sured the total conductance of an elastomer-paper-elastomer joint. 
They found that the surface properties of the elastomers played a 
significant role in the overall thermal contact conductance of the 
joint, though the 1.78-mm thickness of their elastomer specimens 
prevented measurement of the temperature distribution within the 
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elastomer. Others have measured the contact conductance at the 
interfaces of metals and rigid polymers (e.g., Hall et al , 1987; Yu 
et al, 1990; Rhee et al., 1994). Marotta and Fletcher (1996) 
measured the thermal contact conductance for a wide range of 
thermoplastic and thermosetting polymers. The thermal conduc
tance increased with applied pressure, but the effect of temperature 
level on the conductance varied between polymers. 

Reported here are the results of measurements of the interface 
resistances of a silicone rubber and AISI 304 stainless steel (SS) 
joint. Temperatures within the silicone rubber specimens were 
measured to facilitate determination of the interface resistances as 
well as the total resistance of the joint. Correlations were devel
oped for the resistances in terms of mechanical load, heat flux, 
temperature level, and specimen thickness. 

Methods and Materials 
The device used for the measurements reported here is described 

in detail in Parihar and Wright (1997). Briefly, it is an insulated 
column consisting of a heater, two 304 SS cylinders, a specimen, 
and a heat sink assembled under a bell jar to reduce interaction 
with the ambient environment. At the top of the column are dead 
weights on a freely sliding carriage. A steel ball transmits only a 
normal force from the carriage to the column. An automatically 
regulated guard heater is mounted inside a copper cylinder and 
maintained to within 0.5°C of the main heater, which is a 30 W 
flexible electric heater mounted in another hollow copper cylinder 
just below the guard heater. Next is a 31.8-mm diameter, 17.8-mm 
long 304 SS cylinder that both measures the flux and provides the 
hot metal interface for the joint. Four 36-gauge, copper-constantan 
thermocouples are mounted in 0.4-mm dia., 4-mm deep holes 
equally spaced along the edge. An identical 304 SS cylinder below 
the specimen provides the cold metal interface. The heat sink is a 
hollow copper cylinder cooled with water pumped from a chilled 
bath, and underneath the heat sink is a load cell. The column is 
insulated by 50 mm of fiberglass wool. 

Silicone rubber specimens, 31.8 mm in diameter, were cut from 
4.76, 6.35, and 9.54-mm thick sheets (McMaster-Carr) using a spe
cially machined die spun at high speed while cooled by a water spray 
to protect the specimens from heat-induced alterations. These speci
mens were also fitted with four 36-gauge T-type thermocouples 
mounted in 0.4-mm diameter, 4-mm deep holes. For each thickness, 
three specimens were tested and the results averaged. 

The column was assembled and aligned with the silicone specimen 
in place between the two 304 SS cylinders. All metal-to-metal inter
faces were coated with thermally conductive grease. The minimum 
dead weight was applied, and LVDT readings before and after the 
dead weight loading provided the displacement due to the mechanical 
loading alone. The heater powers were set to the minimum level to be 
used in the testing and the computer controlled data acquisition 
system was started to record the thermocouple and LVDT output and 
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Table 1 Surface properties of the 304 SS cylinders 

Hardness 

Side in contact with 

RMS surface roughness 
(jura) 

Mean asperity slope (/u-m/m) 

Upper flux meter 

1020 MPa 

Heater 

0.407 
0.143 

Rubber 

2.334 
0.193 

Table 2 Surface properties of a typical 
specimen 

Hardness 

Side in contact with 

RMS surface roughness (/xm) 
Mean asperity slope (jum/m) 

Lower flux meter 

1020 MPa 

Ieat sink Rubber 

0.364 2.004 
0.427 0.238 

silicone rubber 

50 Shore A (manufacturer's value) 

Hot 

Before 
test 

2.345 
1.931 

nterface 

After 
test 

2.231 
1.825 

Cold interface 

Before After 
test test 

2.425 2.479 
2.009 1.977 

the heater input voltage and current at 30-minute intervals. Seven 
hours was the longest time required to reach steady-state from the 
start-up condition, so eight hours were allowed between each change 
of the operating conditions. 

The surface properties of the 304 SS cylinders, listed in Table 1, 
were measured using an optical profilometer (Zygo) and a hardness 
tester (Buehler Micromet). The ends that were in contact with either 
the heater or heat-sink were relatively smooth. Those in contact with 
the specimen had been bead-blasted and were considerably rougher. 
A representative sampling of the rubber specimens were similarly 
examined with the profilometer before and after the tests (see Table 
2). No significant permanent change to the surfaces resulted from the 
testing. 

Data Reduction. The heat flux through each stainless steel 
cylinder was calculated from the measured temperature gradient and 
the thermal conductivity of 304 SS at the mean temperature of the 
cylinder. The temperatures of the metal at the hot and cold interfaces 
with the specimen, T, and T4, respectively, were estimated by extrap
olating the temperature gradient to the surface. The heat flux through 
the silicone was estimated by averaging the heat flux through the two 
304 SS cylinders, which differed by a maximum of 15 percent. A 
polynomial fit through the measured silicone temperatures was used 
to extrapolate the temperatures of the hot and cold surfaces of the 
silicone T2 and T3, respectively. The positions of these thermocouples 

Table 3 Correlations of contact resistance at a silicone 
rubber-304 SS joint, where resistances have units of m2 K/kW, 
Th and Ts of K, q" of kW/m2, <r of MPa, and S of mm 

Correlation R2 

R, = -18.52 - 0.73 In (a) + Q.06T, + 2.488 -
0.36<j" 0.994 

R„ = -23.68 - 0.22 In (a) + 0.13T, + 0.0348 -
0.32<?" - 0.0427 ,̂ 0.704 

R. = -4.72 - 1.63o- + 0.047', - 0.178 -
0.056<?" - 0.0157, 0.686 

T„ = 174 - 3.26 In (a) + 12.68 + 21.9q" 0.981 
T, = 236 - 17.3<r + 6.28 + 11.Oq" 0.986 

were corrected for displacement due to the mechanical and thermal 
loads by assuming a linear variation between the zero displacement at 
the bottom of the specimen and the maximum displacement at the top 
(0.2 to 0.7 mm), as measured by the LVDT. The total joint resistance 
R, was calculated from 

R,= 
(T-i - r4) 

(i) 

where q" is the flux through the specimen. Similarly, the resis
tances at the hot and cold interfaces are Rh = (Tt - T2)/q" and 
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Rc = (7*3 - T4)/g", respectively. The bulk resistance is calculated 
by R„ = R,- R„ - Rc. 

Uncertainty. Using the propagation of uncertainty (Kline and 
McClintock, 1953), and the uncertainties in Tu T2, and q", the 
uncertainty associated with R, is 13 percent. The additional uncer
tainty of the position of the thermocouples in the silicone increase 
the uncertainty in the values of Rk and R c to 29 percent. 

Results and Discussion 
Figure 1 shows R„ Rh, and Rc decreasing with increasing 

applied normal stress <x for the 6.35-mm specimens. The interface 
temperatures are defined as Th = (T, + T2)/2 and Tc = (T3 + 
r4) /2 at the hot and cold interfaces, respectively. The behavior for 
the other two thicknesses is similar. The decreasing R, results from 
the reduction in the interface resistances. The bulk resistance, 
averaged over the range of a and the mean temperature of the 
silicone Ts, comprises 74, 77, and 85 percent of R, for the 4.76, 
6.35, and 9.53 mm specimens, respectively. Table 3 lists the 
correlations developed using the best fit linear regression from the 
results of the three specimens of each thickness. The specimen 
thickness S dominates the correlation of R„ as might be expected 
given the dominance of Rb. The high coefficient of determination 
(R2 = 0.994) for R, indicates a good correlation of the data. 
Figure 2 illustrates this good agreement between the correlation for 
R, and the measurements at the three thicknesses. In each case, R, 
decreases with increasing <x and decreasing Ts. 

Figure 3 compares the correlations for Rh and Rc with the results 
for the 6.35 mm silicone. Again, increasing a and decreasing Th or 
Tc result in reduced Rh and Rc, respectively. These relations for the 
interface resistances are not as well correlated as was Rt, as is 
indicated by the lower values of R2 listed in Table 3. This may be 
the result of the increased uncertainty in the measurements of the 
interface resistances. 

The trends shown in Fig. 3 are typical of the three specimen 
thicknesses. The ratio RJRh is less than one and decreases with 
increasing Th. Heat transfer is from metal to elastomer at the upper 
interface, with a representative ratio of thermal conductivity of sili
cone kr to thermal conductivity of metal k,„ of 0.025. This may result 
in a constriction resistance at the asperities of the upper interface. For 
Th increasing from 315 to 433 K, kr decreases by 17 percent and km 

increases by 15 percent, further reducing the ratio of kjkm. At the 
lower interface the heat flow is from the metal to elastomer with a 
representative kjk, of 31. The heat transfer is from low to high 
thermal conductivity material, with the metal acting as a strong heat 
sink. Parihar (1997) calculated T, — T2 to be 1.5 times greater than 
T3 — T4 using a finite difference model for conditions representative 
of the measurements. This calculation is in good agreement with the 
differences in the measured R,, and Rc. 

These measurements suggest that the interface resistances for a 
silicone rubber to stainless steel joint may be a significant fraction 
of the overall resistance. The difference in the resistances at the 
two interfaces appears to result from a constriction resistance at the 
metal to elastomer interface. 
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On the Wave Diffusion and Parallel 
Nonequilibrium Heat Conduction 

M. Hornier1 and J. Kunes2 

Introduction 
Wave diffusion and parallel heat conduction in spite of total phys

ical difference have such a similar mathematical description that they 
even led to the development of the unified model for both microscale 
nonequilibrium heat conduction processes (Tzou, 1997). 

This contribution uses a physical approach coming from the 
nature of microscale heat transfer to remind us of differences 
between wave diffusion and parallel nonequilibrium heat transfer. 
The objective of this contribution is to introduce dimensionless 
criteria for microscale heat transfer standing on the criteria already 
established and used for equilibrium diffusion conduction. Appli
cability regions for individual modes of heat propagation can be 
defined by means of the criteria. 

Wave Diffusion Heat Conduction 
The wave heat conduction equation has been derived in the form 

d2T 1 dT T„ B2T 

dx a dr a dT 

and mathematically represents wave fields with decay. The differ
ence to the diffusion heat conduction equation is expressed by the 
wave term introducing the relaxation time of the material r^s). 
However, the relaxation time does not represent the finite speed of 
heat propagation and has not been originally introduced in the 
wave heat conduction theory. 

The diffusion theory has already used the relaxation time of 
materials as the time representing the mean free path of energy 
carriers. By means of the relaxation time the relations for thermal 
conductivity have been derived, for example, concerning phonon 
or electron scattering processes on phonons, lattice imperfections 
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Rc = (7*3 - T4)/g", respectively. The bulk resistance is calculated 
by R„ = R,- R„ - Rc. 

Uncertainty. Using the propagation of uncertainty (Kline and 
McClintock, 1953), and the uncertainties in Tu T2, and q", the 
uncertainty associated with R, is 13 percent. The additional uncer
tainty of the position of the thermocouples in the silicone increase 
the uncertainty in the values of Rk and R c to 29 percent. 

Results and Discussion 
Figure 1 shows R„ Rh, and Rc decreasing with increasing 

applied normal stress <x for the 6.35-mm specimens. The interface 
temperatures are defined as Th = (T, + T2)/2 and Tc = (T3 + 
r4) /2 at the hot and cold interfaces, respectively. The behavior for 
the other two thicknesses is similar. The decreasing R, results from 
the reduction in the interface resistances. The bulk resistance, 
averaged over the range of a and the mean temperature of the 
silicone Ts, comprises 74, 77, and 85 percent of R, for the 4.76, 
6.35, and 9.53 mm specimens, respectively. Table 3 lists the 
correlations developed using the best fit linear regression from the 
results of the three specimens of each thickness. The specimen 
thickness S dominates the correlation of R„ as might be expected 
given the dominance of Rb. The high coefficient of determination 
(R2 = 0.994) for R, indicates a good correlation of the data. 
Figure 2 illustrates this good agreement between the correlation for 
R, and the measurements at the three thicknesses. In each case, R, 
decreases with increasing <x and decreasing Ts. 

Figure 3 compares the correlations for Rh and Rc with the results 
for the 6.35 mm silicone. Again, increasing a and decreasing Th or 
Tc result in reduced Rh and Rc, respectively. These relations for the 
interface resistances are not as well correlated as was Rt, as is 
indicated by the lower values of R2 listed in Table 3. This may be 
the result of the increased uncertainty in the measurements of the 
interface resistances. 

The trends shown in Fig. 3 are typical of the three specimen 
thicknesses. The ratio RJRh is less than one and decreases with 
increasing Th. Heat transfer is from metal to elastomer at the upper 
interface, with a representative ratio of thermal conductivity of sili
cone kr to thermal conductivity of metal k,„ of 0.025. This may result 
in a constriction resistance at the asperities of the upper interface. For 
Th increasing from 315 to 433 K, kr decreases by 17 percent and km 

increases by 15 percent, further reducing the ratio of kjkm. At the 
lower interface the heat flow is from the metal to elastomer with a 
representative kjk, of 31. The heat transfer is from low to high 
thermal conductivity material, with the metal acting as a strong heat 
sink. Parihar (1997) calculated T, — T2 to be 1.5 times greater than 
T3 — T4 using a finite difference model for conditions representative 
of the measurements. This calculation is in good agreement with the 
differences in the measured R,, and Rc. 

These measurements suggest that the interface resistances for a 
silicone rubber to stainless steel joint may be a significant fraction 
of the overall resistance. The difference in the resistances at the 
two interfaces appears to result from a constriction resistance at the 
metal to elastomer interface. 
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On the Wave Diffusion and Parallel 
Nonequilibrium Heat Conduction 

M. Hornier1 and J. Kunes2 

Introduction 
Wave diffusion and parallel heat conduction in spite of total phys

ical difference have such a similar mathematical description that they 
even led to the development of the unified model for both microscale 
nonequilibrium heat conduction processes (Tzou, 1997). 

This contribution uses a physical approach coming from the 
nature of microscale heat transfer to remind us of differences 
between wave diffusion and parallel nonequilibrium heat transfer. 
The objective of this contribution is to introduce dimensionless 
criteria for microscale heat transfer standing on the criteria already 
established and used for equilibrium diffusion conduction. Appli
cability regions for individual modes of heat propagation can be 
defined by means of the criteria. 

Wave Diffusion Heat Conduction 
The wave heat conduction equation has been derived in the form 

d2T 1 dT T„ B2T 

dx a dr a dT 

and mathematically represents wave fields with decay. The differ
ence to the diffusion heat conduction equation is expressed by the 
wave term introducing the relaxation time of the material r^s). 
However, the relaxation time does not represent the finite speed of 
heat propagation and has not been originally introduced in the 
wave heat conduction theory. 

The diffusion theory has already used the relaxation time of 
materials as the time representing the mean free path of energy 
carriers. By means of the relaxation time the relations for thermal 
conductivity have been derived, for example, concerning phonon 
or electron scattering processes on phonons, lattice imperfections 
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or electrons in Bhandari and Rowe (1988). Therefore, thermal 
conductivity is defined as 

A = }pcpt>2Tr (2) 

Relaxation time is defined as the mean time between two collisions 
of energy carriers leading to the loss of momentum. Relation to the 
mean free path A is then 

VT„ (3) 

The wave heat conduction theory only adds the wave term into 
Eq. (1) to extract the second power of speed of heat propagation 
from thermal diffusivity 

(4) 

in order for the mathematical description to reflect physical reality 
of finite speed conduction. 

The wave diffusion heat conduction equation has the dimen-
sionless form 

a 2 © 
5 ^ 

d® d2® 
+ Fn 

3Fo r ° " c)Fo2 (5) 

where the following dimensionless parameters appear. The Fou
rier number, dimensionless time of the process, expresses relations 
among the path traveled by the energy carrier during time T, the 
mean free path, and the characteristic length L, 

F o =z7 = TlT (6) 

The Fourier relaxation number reflects the ratio of the mean free 
path A to the characteristic length L of the considered region 

Fo„ "JJL 
L2 (7) 

The Fourier relaxation number is therefore the second power of the 
Knudsen number. By using the analogy to molecular heat and mass 
transfer in gas (Eckert, 1959), the following conclusion of the 
effect of Fo, on the propagation character can be done: 

Fo, > 102 Wave conduction: In the considered vol
ume of the material heat carriers do not 
undergo collisions. Diffusion does not 
exist and carriers transport heat as free 
waves between boundaries of the consid
ered material volume. 

10" < Fo, < 102 Wave diffusion conduction: Transition 
state—the wave heat transport is attenu
ated strongly with the decrement of the 
Fourier relaxation number as the increas
ing effect of collisions takes place. The 
wave propagation character therefore 
changes to diffusion. 

Fo, < 10~4 Diffusion conduction: Collisions domi
nate the heat propagation character in the 
considered material volume. They slow 
down heat conduction and distribute 
propagation to all directions. The well-
known diffusive heat transfer is the re
sult. 

When material surface is affected by a sudden rise of heat flux, 
the heat wave originating on the material surface propagates into 
the depth 

X = 
Fo 

(8) 

According to the thermal resistivity of the material, the wave is 
continually decayed and the temperature of the wavefront is given 
by (Runes' et al., 1996) 

®(Fo) = @(0)e" (9) 

The wave kinetic energy is scattered in collisions among energy 
carriers and is transformed into the internal energy of the material. 
Thus the wave propagation character transit to diffusion. 

The dimensionless criterion of nonequilibrium state of matter is 
introduced as the ratio of the Fourier number and Fourier relax
ation number 

KN 

Fo 
Fo„ 

(10) 

10"2 < KNm < 10' 

It defines the time range of nonequilibrium wave heat conduction 
as Fig. 1 demonstrates. 

^NSM < 10 Nonequilibrium: wave conduction (re
gion A in Fig. 1). Energy carriers prop
agate in the material without collisions as 
thermal waves. Collision processes caus
ing thermal resistance of the material 
have not yet taken place shortly after the 
origination of the nonequilibrium state 
due to the effect of heat sources. The heat 
conduction process is described by the 
pure wave equation. 
Transition: wave diffusion conduction (B 
in Fig. 1). The decay of the wave prop
agation becomes evident with increasing 
time as the material is directed to equi
librium. The heat conduction process is 
described by the wave diffusion equation. 

/̂ NSM > 10 Equilibrium: diffusion conduction (region 
C in Fig. 1). Sufficient time has passed 
from the origination of the nonequilibrium 
state to the decay of the wave heat propa
gation. The heat conduction process is fur
ther described by the diffusion equation. 

The aforementioned wave diffusion theory has been expanded 
to incorporate the effect of elastic and inelastic collisions of 
phonons in solids (Guyer and Krumhansl, 1969). There are two 
basic phonon scattering mechanisms in solids: /^-processes 
(umklapp scattering, mass-fluctuation scattering, etc.) and 
iV-processes. Both are dependent on the frequency or energy of 
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Fig. 1 Decay of thermal waves as dimensionless temperature of the 
wavefront in course of time represented by the criterion of nonequilib
rium state of matter KNSM 
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phonons. The role of the R and TV-processes in creation of thermal 
resistance of the material and in equilibration of the phonon system 
is essentially different, /^-processes are the processes causing the 
loss of momentum and thus creating thermal resistance. However, 
they destroy momentum selectively as a function of phonon state 
(resonance, etc). TV-processes are the momentum conserving pro
cesses. They do not directly contribute to thermal resistance. 
However, they contribute indirectly because they act as an inter
mediate to interchange the phonon states. 

The wave diffusion heat conduction equation is then, according 
to Tzou (1997), written as 

d d2T d2T 1 dT b2T 
Tr dr dx2 + dx2 a dr a 3T 

The dimensionless form of Eq. (11), 

(11) 

a d2® d2e 
F°TBFoJxJ+~dXJ 

30 a2© 
3Fo + F°« 3Fo2 : (12) 

introduces the further dimensionless parameter, the Fourier fhermal-
ization number, as a relation between paths traveled by the energy 
carrier during times T, and T7, and the characteristic lengtii L, 

For 
UTr 

u L IT' (13) 

The effect of thermalization time TT on the propagation char
acter has already been discussed by Tzou (1997). If Fo r = 0, 
Eq. (12) describes the usual wave diffusion heat conduction. As 
Foj- grows, heat conduction approaches diffusion. Finally, when 
Fo r approaches Fo„, the propagation character changes to 
purely diffusive as Eq. (12) reduces to the equation of the 
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Fig. 3 Relaxation times corresponding to wave conduction by various heat carriers in different materials 
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Fourier diffusion heat conduction (Tzou, 1997). Values ¥oT > 
Fo, are physically forbidden for the case of wave diffusion heat 
conduction. Heat propagation in this interval appears, according 
to Tzou (1997), without wave effects and is quicker than 
diffusion. It is reserved for parallel heat conduction as will be 
shown later. 

Criterion of the propagation character is introduced as 

K, 
FOy 
Fo„ 

(14) 

The limit for wave diffusion conduction appears as K7 = 1, when 
Eqs. (11) or (12) describe diffusion heat conduction. The values of 
relaxation and thermalization time of the material are physically 
defined to satisfy 

Kr< 1. (15) 

Application regions for pure wave, wave diffusion, and diffusion 
heat conduction are modified by the effect of the dimensionless 
thermalization time FoT, compared to the single effect of Fo,, as 
shown in Fig. 2. 

The following conclusion on wave diffusion heat conduction 
can be stated. Wave heat conduction proceeds from the wave 
behavior of elementary particles (heat carriers) in the microstruc-
ture of materials. Diffusion conduction arises from elastic and 
inelastic collisions when the original direction of propagation is 
lost and the energy distribution of heat carriers can be changed. 
The relaxation time of the mateiial represents the inelastic colli
sion process of the thermal wave decay when the energy of the 
wave is transformed into the internal energy of the material. 
Thermalization time represents, in the case of solids, the effect of 
elastic collisions when thermal wave momentum is conserved; 
however, the energy distribution of the carriers is produced. Both 
processes lead to the diffusion character of heat conduction and 
bring the material to the equilibrium. Value of the relaxation time 
specifies time range of nonequilibrium wave heat conduction. The 
ratio of thermalization and relaxation time describes superior heat 
propagation character. 

Wave diffusion propagation occurs as phonon heat transfer in 
solids, electron heat transfer in metals, photon radiative heat trans
fer, and molecular heat transfer in gases. Values of relaxation time 
have been found by Honner (1998) according to Eq. (2) from 
tabulated thermophysical properties (see Fig. 3). 

Parallel Heat Conduction 

Similar mathematical description as the wave diffusion heat 
conduction is used also in the case of another nonequilibrium heat 
conduction process called parallel conduction. In nonhomoge-
neous materials, energy can be carried in several ways or by means 
of different heat carriers that constitute their own thermal sub
systems in the material. Parallel nonequilibrium behavior can be 
found in various nonhomogeneous materials with more kinds of 
heat carriers as electrons and phonons in metals and semiconduc
tors, or electrons and heavy particles in plasmas. It also occurs as 
parallel conduction in components of composites or parallel con
duction, convection, and radiation in porous materials. 

Heat conduction in the framework of the subsystem is generally 
represented by the wave diffusion heat conduction model. How
ever, for simplicity, we will assume only diffusion. Parallel heat 
conduction in such a nonhomogeneous material is described by the 
coupled heat conduction equations 

C, J7 = A, 
d2T, 

"ar + Qvi + av(Ti - T,) 

ar2 _ 
^2 ITT = A2 0T d r 

I 

'-+ qV2+ aY(Tt - T2), (16) 

Fig. 4 Development of the material component temperatures in transi
tion from the initial nonequilibrium back to equilibrium In course of time 
represented by the criterion of nonequilibrium state of matter SCNSM 

where each thermal component of the material is represented by its 
thermal conductivity A, and heat capacity C,. The thermal bond 
between the subsystems is expressed in the value of the coefficient 
of internal heat transfer av (W . nT3 . K~'). 

Two or more subsystems can occur in their own thermal equilib
rium characterized by the temperature of the subsystem; however, the 
material in its entirety can occur in nonequilibrium. The state of the 
material is then characterized by different temperatures of individual 
subsystems caused by a different amount of energy in the subsystems. 

Similarly to wave heat conduction, the base parallel heat con
duction equation can be derived from Eq. (16) as 

-aPT7v4r+ T 7 . T - V 2 7 / + V2T 
1 dT T„d2T 

a dr a dr 

where the corresponding material properties are introduced in 
relation to wave conduction: 

thermal diffusivity 

parallel thermal diffusivity 

relaxation time 

1 1 
— + — 
ax a2 

A, + A2 

Ct + C, 

AiAo 

Ai C2 + A?C| 

thermalization time 

1 1 

1 / AICo -t~ AoC] 
rT- A, + A, 

heat propagation velocity 

vekv : 

C,C, 

(18) 

(19) 

(20) 

(21) 

(22) 

Parallel and serial thermal conductivity and heat capacity are 
defined similarly as electrical conductivity and capacity in electric 
circuits. 

Internal heat transfer can be dimensionally expressed as the Biot 
volumetric number of microscale heat transfer, 
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Fig. 5 Regions of application for parallel heat conduction 

Biv = (23) 

It represents the ratio of the internal thermal conductivity (heat 
transfer among material components) to the standard thermal con
ductivity. If the internal heat transfer is intensive, heat is conducted 
as in a homogeneous material. On the other hand, if the internal 
heat transfer is too low, individual material components can be 
considered as separated thermal systems. 

The characteristic length L can be defined as a product of the time 
of the thermal process and the equivalent heat propagation velocity 

L = T\ av 

A, + K 

CiC2 
(24) 

The Biot number of microscale heat transfer is then defined as 

Biy,et„ - C,C> = Fo2m2
vKc. (25) 

The parallel heat conduction Eq. (17) is written in the dimen-
sionless form 

d „ d® a2© 
-FOpTV*& + FoTWoVi& + V>® = Wo + Fo,—2 (26) 

where the following dimensionless parameters appear: The Fou
rier relaxation number represents the relation between the ratio of 
serial and parallel heat capacity Kc and internal heat transfer Biv, 
respectively, by 

Fo, - -jj•— Bi„ Kc . (27) 

9) 
O) 
O 
E 
o 

JZ 
I 
c 
o 
c 

PLASMA 
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relaxation time log(xq) (s) 

Fig. 6 Estimates of relaxation time of parallel conduction for various nonhomogeneous materials 
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The Fourier parallel thermalization number specifies the relation 
between the ratio of serial and parallel thermal conductivity Kk of 
the material and internal heat transfer B\v, 

FoPT=1:^=B^v
lK;,. (28) 

The Fourier thermalization number further modifies the Fourier 
parallel thermalization number by the ratio of serial and parallel 
thermal diffusivity Ka, 

FoT = ~ = B i ^ ' ^ X : 1 = Few*; 1 . (29) 

Heat supplied to the material, for example as an internal heat 
source, is usually absorbed by individual material components in 
different intensity. Thus, the material comes to the nonequilibrium 
state represented by different temperatures of the components. The 
material returns to the equilibrium through mutual heat transfer inter
actions among the components. This internal redistribution of energy 
is described by the relaxation time of the material. The value of this 
material property determines the time range of the parallel nonequi
librium state remaining after the heat source has been switched off. 

Transition from the initial nonequilibrium to the equilibrium is 
shown in the following simple example. Consider material initially 
with different temperatures of two of its components T\ > T°. 
Internal heat transfer then redistributes heat inside the material. 
Finally, material comes to equilibrium with the same equilibrium 
temperature T* of both components depending on the heat capac
ity of the components 

Development of temperatures in the course of time has been 
derived in the form 

7\(T) = r? + (r? - 7?) ~ ^ - (1 -e-*<) 

T2(T) = T°2+ (T* - T\) + ' C z (1 - e - * ' • ) , (31) 

reflecting the exponential character on the ratio of the time of the 
process and the relaxation time of the material. As Fig. 4 shows, 
the material reaches equilibrium at the time approximately equal to 
the relaxation time of the material. Estimates of relaxation times 
for various nonhomogeneous materials are shown in Fig. 6. 

The Criterion of nonequilibrium state of matter is introduced: 

T TaK Fo 
^NSM = ~ = TT" = ET = FoBiv^o (32) 

T, Cs Fo, 
According to the criterion, one can discover the state of the 
material. This physically represents the ratio of heat transferred 
inside the material among its components to the overall heat 
capacity of the material. The nonequilibrium state of the material 
in time Fo after switching off the sources is determined by the 
intensity of internal heat transfer Biv and the ratio of parallel and 
serial heat capacity Kc. 

KmtA < 10 2 Nonequilibrium (region A in Fig. 4). In 
a short time interval after origination of 
nonequilibrium, the internal heat transfer 
among material components has not yet 
effectively taken place. The material has 
to be represented by different component 
temperatures and in this stage, the ther
mal process can be described as a system 
of independent heat conduction equations 
for individual material components. 

10~2 < A'NSM < 10' Transition (region B in Fig. 4). The heat 
transfer among material components mani
fests itself. Temperatures of the compo
nents approach the equilibrium value with 
increasing time. The heat conduction pro
cess has to be described by a system of 
coupled heat conduction equations or by 
one equation of parallel heat conduction 
(17). 

KNSM > 10' Equilibrium (region C in Fig. 4). Suffi
cient time has past from the origination of 
nonequilibrium to reach equilibrium by 
the internal redistribution of energy. The 
state of the material is represented by the 
same temperature of all its components. 
The heat conduction process can be usu
ally described by the diffusion heat con
duction equation for the whole material. 

The criterion of propagation character is defined similarly to 
the wave heat conduction theory 

TT F O T 

^=7=Fo-- ( 3 3 ) 

According to the definition of relaxation and thermalization time 
for parallel conduction, Eq. (20) and Eq. (21), one can reveal that 
the only physically allowed region for parallel conduction is 

Kr > 1. (34) 

It means no thermal waves can occur within the framework of 
nonequilibrium parallel heat conduction because of the dominance 
of the mixed derivative term in the base Eq. (26). Increasing K, 
(see Fig. 5) represents increasing material tendency to the parallel 
behavior due to the different thermophysical properties of material 
components. The manifestation of the nonequilibrium conduction 
is substantially influenced by the microscale internal heat transfer 
as the criterion of nonequilibrium state of matter (32) shows. 

Figure 5 further demonstrates that the allowed region for par
allel conduction is the physically forbidden region for wave con
duction and vice versa. It also creates prerequisites for a simple 
differentiation of both nonequilibrium heat conduction modes in 
the unified model (Tzou, 1997). 

Conclusion 

The paper presents a unified description of two physically 
different wave diffusion and parallel nonequilibrium heat conduc
tions. Dimensionless criteria specifying the nonequilibrium state of 
the material and the heat propagation character have been used to 
specify application regions of individual modes of heat propaga
tion. The presented description of microscale heat transfer pro
cesses also proposes applications for analogous nonequilibrium 
mass transfer processes. 
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Nonlinear Inverse Heat Conduction 
With a Moving Boundary: Heat Flux 
and Surface Recession Estimation 

V. Petrushevsky1 and S. Cohen2 

A one-dimensional, nonlinear inverse heat conduction problem 
with surface ablation is considered. In-depth temperature mea
surements are used to restore the heat flux and the surface reces
sion history. The presented method elaborates a whole domain, 
parameter estimation approach with the heat flux approximated by 
Fourier series. Two versions of the method are proposed: with a 
constant order and with a variable order of the Fourier series. The 
surface recession is found by a direct heat transfer solution under 
the estimated heat flux. 

Nomenclature 

k = conductivity 
cp = specific heat 
p = density 
T = temperature 
q = heat flux 
t = time 
z = surface coordinate measured from initial position at 

t = 0 
nf = Fourier series order 

A, B = Fourier series coefficients 
H = latent heat of phase change 
o- = standard deviation of temperature measurement noise 

Subscripts and Superscripts 
0 = initial condition 

end = end of the process 
pc = phase change 

J = iteration number 
* = trial value 

= updated value 
true = true value 
est = estimated by the inverse method 

t = transpose 

Introduction 
The inverse heat conduction problem (IHCP) is concerned with 

the determination of surface boundary conditions (temperature, 
heat flux) based on temperature data measured inside the material. 
A number of methods have been developed to solve the IHCP. The 
least-squares technique is commonly used to find the surface heat 
flux, which forces the sensor temperature response to be close to 
the measured temperature data. Whole domain methods have used 
polynomial functional form to describe the entire heat flux history 
(Beck et al., 1985; Hensel, 1991). The sequential function speci
fication approach (Beck and Blackwell, 1988) and dynamic pro
gramming method (Busby and Trujillo, 1985) have evaluated the 
heat flux as a sequence of finite duration pulses. 

Most of the existing inverse methods consider linear heat trans-
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fer problems. Beck and Wolf (1965) applied finite difference 
analysis to handle a nonlinear problem with temperature-
dependent thermal properties. Finite element algorithms have been 
used for nonlinear problems involving phase change in melting/ 
solidification processes (Hsu et al., 1986; Quyang, 1992). 

For some applications involving intensive convective heating of 
a solid material plate in a high speed, hot external flow, the 
material at the boundary can reach its phase-change temperature, 
and a nonlinear heat transfer process can occur due to surface 
ablation and energy absorption by latent heat. Contrary to the 
melting processes considered by the existing inverse methods, the 
present case involves the phase-change products being blown 
away by the external flow, and the solid material surface is 
continuously exposed to the external heat flux. Typically, 
temperature-dependent properties augment the nonlinearity, be
cause a wide temperature range is present in the solid. For this kind 
of problem, estimation of the surface recession is important along 
with the heat flux. 

The nonlinearity causes complex behavior of the measured 
temperature sensitivity to the heat flux. During the surface reces
sion, the sensitivity drops sharply because the phase-change pro
cess at the surface absorbs a significant part of the heat flux, and 
the sensors' temperature is influenced mainly by the surface ap
proaching. However, as the sensors become closer to the receding 
surface, the sensitivity tends to increase. 

The varying sensitivity poses substantial numerical difficulties 
for the sequential inverse methods, severely affecting convergence 
stability and requiring recalculation of sensitivity coefficients at 
every time step. The whole domain, parameter estimation ap
proach can be better suited for the considered nonlinear problem, 
suggesting better stability and fewer amount of computations. 

In this paper, the surface heat flux is approximated by the 
Fourier series. The surface recession is found by a direct heat 
transfer solution under the estimated heat flux. Two versions of the 
method are considered: a constant order and a variable order of the 
Fourier series. 

The Inverse Problem Solution Using the Fourier Series 
of a Constant Order 

Consider a one-dimensional solid plate of finite thickness with 
an external heat flux q{t) applied at its front surface. The plate may 
consist of several layers of different materials featuring 
temperature-dependent properties, and it may have a known heat 
transfer boundary condition at the back surface. A large Biot 
number is considered (Bi > 0.1). The plate material next to the 
front surface may reach the phase-change temperature level, and 
ablation may occur during the process. 

The plate temperature response is measured by M sensors lo
cated at depths of SK„sm (m = 1, . . . , M) from an initial position 
of the front surface. Location of the sensors is assumed to be 
deeper than the maximum expected surface recession, in order to 
ensure their survival to the end of the process. Readout of the 
sensors is available at N discrete times (not necessarily equally 
spaced), and it includes true temperature and measurement noise: 

+ e (1) 

where 

Y is the (TV X M) matrix of measured temperature values; 
T""° is the (N X M) matrix of true temperature values at location 
points of the sensors; 
e is the (N X M) matrix of random measurement errors. 

The unknown heat flux is approximated by the Fourier series of a 
constant order nf: 

"f 

«w = £ + 2 
J = I 

lltjt 2 77/A 
Aj cos h Bj sin 

^END tEND / 
(2) 
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It is assumed that all the plate configuration data (number of layers, 
thickness, the properties, the back surface boundary conditions) 
are known, and an adequate analytical or numerical direct heat 
transfer model is available. Then, for a given q(t), the (N X M) 
matrix T of the computed temperature values at location points of 
the sensors and the (N X 1) vector z of the computed surface 
recession values can be obtained for the discrete time sequence 
using the model. 

The inverse problem is formulated to find out a vector of the 
Fourier coefficients (2nf + 1 elements): 

V={A0 Kf Bx B„fY, (3) 

which determines the surface heat flux estimation causing the 
calculated sensors' temperature response to be close to the mea
sured one in a sense of the least-squares criterion (LSC): 

5= 2 2(Tim-Yimy (4) 

To provide sufficient data for the solution of the problem, the 
number of the measured temperature data points (N X M) should 
equal or exceed amount of the unknown Fourier coefficients 
( 2 n / + 1). 

The Gauss method is used for iterative minimization of criterion 
(4). The method may be used either in its basic form or with 
convergence improving modifications (Beck and Arnold, 1977). In 
this paper, the Marquardt modification was applied. The algorithm 
involves the following steps: 

1 An initial guess for a trial vector V* of the Fourier coefficients. 
2 A direct heat transfer solution under the heat flux history 

defined by the trial vector. 
3 Evaluation of the LSC by Eq. (4), substituting 7* in place of T. 
4 Calculation of derivatives of the sensors' temperatures and 

of the LSC on the Fourier coefficients in proximity of the trial set. 
5 Matrix X((N • M) X (2nf + 1) elements) is formed from 

M submatrices Pim)(N X (2nf + 1) elements). Each of the latter 
ones contains the /nth sensor temperature derivatives on the Fou
rier coefficients 

X = {p(1) p ( 2 ) • p ( m ) • jp(*0}' (5) 

where 

p(m) _ 

9Tlm 

dA0 dA, 

9T,„ dT,, 

d Trtm d TNm 

9A„ dA, 

dA„ 

dA„ 

dB, 

9TNll 

dB, 

dB„ 

dB„ 

Vector g[(2nf + 1) X 1 elements] is formed from the LSC 
derivatives on the Fourier coefficients: 

8S ds as as ds 
dA0 8A, dA„ 8B, dB„ (6) 

6 A step in the Fourier coefficients' space is done in the 
direction of the LSC descent, and the updated vector of the 
coefficients is obtained: 

V = V* - (2X'X) + •D (7) 

where K0 is a positive number chosen by numerical experiments or 
calculated by the Levenberg procedure (Beck and Arnold, 1977); 
v is a constant greater than unity; and D is a diagonal matrix with 
positive elements (a unity matrix may be used). 

7 The updated Fourier coefficient vector is used as a trial one, 
and the procedure is performed iteratively until relative decrease of 
the LSC per iteration becomes smaller than a limit value £,: 

SJ-SJ^ 
Si- (8) 

The process results in estimation of the required heat flux and 
surface recession: 

q°st(t) = q*(t); zw=f{q*(t)} (9) 

The straightforward procedure described above provides decent 
estimation of the surface recession (see the numerical example). 
However, if the Fourier series order is chosen inadequately high 
for a given application, the heat flux estimation will suffer from 
excursions related to nondamped high frequency terms of the 
series. The effect is caused by especially low sensitivity of the 
temperature measurements to the high-frequency heat flux content, 
since the latter is smoothed by thermal inertia of the plate material 
as well as by the phase change latent heat at the boundary. In other 
words, the LSC may have a wide area of local minima in the 
Fourier coefficients' space if the series order is inadequately high. 
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Table 1 Performance Summary 
(The upper values are a = 2.0 K, and the lower values 

are for u = 4.0 K.) 

The performance 
criteria 

S, X 103 K2 

i= \N(qT -qf)\ 
X10 ,0W2/m4 

i = IN (zT ~ z?)\ 
XlO^m 2 

i = \N qf'i = IN qT 

The constant 
order algorithm 

nf= 3 

17.39 
30.7 

10.14 
10.11 

8.83 
13.01 

0.877 
0.846 

nf= 6 

1.684 
5.79 

6.82 
7.23 

2.67 
2.35 

0.945 
0.949 

» / = 12 

14.91 
38.5 

8.64 
8.67 

0.550 
0.667 

0.994 
0.991 

The variable order 

algorithm 

6.63 
6.97 

6.66 
7.29 

1.526 
2.41 

0.953 
0.948 

A rational nf value can be assigned if there is some adequate a 
priori data about the heat flux history shape. Alternatively, the LSC 
can be augmented by a regularization term in order to penalize 
excursions in the heat flux estimation (Beck and Blackwell, 1988). 
In this paper, another technique is proposed which varies the 
Fourier series order and chooses automatically an adequate one, 
avoiding the estimation excursions. 

The Algorithm Modified by a Variable Order of the 
Fourier Series 

A basic property of a function approximation by the Fourier series 
is its orthogonality: the approximation refinement by introducing a 
new frequency term does not change previously calculated coeffi
cients for other frequencies terms (Korn and Korn, 1968). Though the 
property cannot be employed directly in the inverse problem case 
because the real function (the heat flux history) is not known a priori, 
it suggests that the Fourier coefficients of a coarse, low-order approx
imation can be used as good initial guesses for the corresponding 
frequency terms of a finer, higher order approximation. 

The following procedure is proposed: 

1 A small value of nf is assigned, and an initial guess is done 
for the Fourier coefficients to get a coarse initial heat flux approx
imation. For most applications, it is reasonable to begin with nf = 
1 and with certainly low values of the coefficients, ensuring that 
the initial heat flux approximation does not cause severe surface 

recession, which would exceed the location depth of the most 
outward sensor. 

2 The LSC minimization algorithm (see above) is applied 
iteratively until a relative decrease of the LSC per iteration be
comes smaller than the limit value £,. The trial vector of the 
Fourier coefficients is obtained as a result of this step: 

V* = {A*0 A] flf B*}'. (10) 

3 The Fourier series order is increased by one, using the trial 
coefficients as an initial guess for the corresponding frequency 
terms, and assigning zeros to coefficients of the newly introduced, 
higher frequency term. The updated vector is formed as 

V={A*0 A*t 0.0 0.0}'. 

(11) 

4 The LSC minimization and the Fourier series order incre
ment (steps 2, 3) are repeated until the relative reduction of the 
LSC achieved by the series order increase becomes smaller than 
prechosen value £2: 

Snf- 1 ~ 5„_ 

V 
s & (12) 

Number of the measured temperature data points (N X M) 
limits the maximal possible series order nf (see the previous 
paragraph). 

Numerical Example 
A one-dimensional plate, 0.006 mm thick with an insulated back 

surface, consists of a single material which has the following 
second-order temperature-dependent conductivity and specific 
heat model: 

k= 10" ' + 1 0 ~ 4 - ( 7 / - T0) - lQ-7-(T- T0)
2 [W/m-K] 

cp= 10 3 + 1 0 " ' - ( r - T0) + 10~3-(T- T0)
2 [J/kg-K] 

where T0 = 300 K is an initial temperature of the plate; the 
density: p = 1000 kg/m3; the phase-change temperature: Tpc = 
1000 K; and the latent heat: Hpc = 1 • 106 J/kg. 

The process duration is 100 s, and an applied heat flux features 
two rectangular pulses of a different magnitude. The plate temper
ature field (see Fig. 1) as well as the surface recession is calculated 
using a moving boundary direct heat transfer procedure, which 
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Fig. 2 The heat flux estimation by the constant-order algorithm (a- - 4.0 K) 
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Fig. 3 The surface recession estimation by the constant-order algorithm (a = 4.0 K) 

involves the finite difference approach with an implicit integration. 
Two temperature sensors are considered: (M = 2): 8sensi = 0.003 
m> S,scns2 — 0.006 m. Normally distributed noise was added to the 
true sensors' temperature history in order to simulate measured 
data. Two noise levels are examined: a = 2.0 K and a = 4.0 K. 
The parameters of the least-squares numerical procedure were 
chosen by numerical experiments: AA = 1 • 10^6, A0 = 1 • 10~5, 
v = 5.0, £, = £2 = 0.01. The time step is equal to 0.5 s (for the 
inverse analysis as well as for the direct heat transfer procedure), 
which yields N = 200. 

See Table 1 for the summary of the method performance. The 
constant order algorithm was applied with nf = 3, 6, 12 (graphs 
are presented in Figs. 2, and 3 for a = 4.0 K). For nf = 3, the heat 
flux estimation is smoothed, but nevertheless the two heat flux 
peaks are coarsely reproduced. For nf = 12, the sharp rise and fall 
of the rectangular heat flux peaks are better reproduced, though 
high-frequency excursions are prominently visible. The case of 
nf = 6 represents some compromise between smoothness and 
accuracy, and yields the best heat flux estimation and the best 
measured temperature fitting (from the three cases). However, 
estimation of the heat flux integral improves with the series order 
increase. Since the surface recession is roughly proportional to this 
integral, its estimation also becomes more accurate as the series 
order grows. 

The variable order algorithm was started with nf = 1, and it has 
stopped the series order increment process at nf = 8 for a = 2.0 
K and at nf = 6 for a = 4.0 K. The achieved performance is close 
to the case for the constant order algorithm with nf = 6. 

In this example, the surface recession is estimated quite accu
rate, especially by the constant-order algorithm for nf = 12. The 
heat flux estimation shows the amount of the pulses and their 
magnitude, but it is unable to restore the rectangular shapes accu
rately. The reason: the sensors have very low sensitivity to the 
high-order harmonics, which the rectangular shapes contain. 

For both versions of the method, the measurement noise in
crease has only a slight affect on the estimation performance. This 
is a logical result for the whole domain approach. 

Conclusions 
This paper describes the use of the whole-domain parameter 

estimation method for the inverse analysis of a nonlinear one-
dimensional heat conduction process with surface ablation. The 

method applies the least-squares technique to obtain estimation for 
the surface heat flux in the form of Fourier series. The surface 
recession is found by a direct heat transfer solution using the 
estimated heat flux. 

Two versions of the algorithm were proposed. The first version 
applies a constant order of the Fourier series. Accuracy of the 
surface recession estimation by this algorithm improves with an 
increase in the series order. However, the heat flux estimation can 
suffer from excursions if the series order is chosen too high for a 
given application. 

The second version involves an initial coarse solution using a 
low order of the Fourier series, and consequent increment of the 
series order with a parallel solution refinement. The series order 
increment continues until the LSC improvement ceases, which 
means that the adequate series order has been reached. This ver
sion avoids the heat flux estimation excursions, though the surface 
recession estimation can be less accurate in comparison with the 
constant-order version. 

The method features low sensitivity to measurement noise, and 
can be applied to a variety of one-dimensional problems. 
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Improved Modeling of Turbulent 
Forced Convective Heat Transfer in 
Straight Ducts 

M. Rokni1 and B. Sunden2 

This investigation concerns numerical calculation of turbulent 
forced convective heat transfer and fluid flow in their fully devel
oped state at low Reynolds number. The authors have developed a 
low Reynolds number version of the nonlinear k-e model com
bined with the heat flux models of simple eddy diffusivity (SED), 
low Reynolds number version of generalized gradient diffusion 
hypothesis (GGDH), and wealth oc earning X time (WET) in 
general three-dimensional geometries. The numerical approach is 
based on the finite volume technique with a nonstaggered grid 
arrangement and the SIMPLEC algorithm. Results have been 
obtained with the nonlinear k-e model, combined with the Lam-
Bremhorst and the Abe-Kondoh-Nagano damping functions for 
low Reynolds numbers. 

Nomenclature 
A 

• r i cross 

A„ 
CP 

L Ef ^£>) ^t 

t-el> C e 2 > Cj i 

Dh 

f 
/i> fit fi 

fjt 
k 
L 

Nu 
Nu„„ 
Nu.,,, 
NuDi! 

p 
p* 
pt 

Pr 
Q 

q« 
Re 

s« 
*u 
T 

Tb 

T„ 
T„ 
Uj 

Jh 
— pu,Uj 

pCp~u~i 
X, 

= cross section area 
= area of the wall 
= specific heat at constant pressure 
= closure coefficient 
= closure coefficient 
= hydraulic diameter 
= Fanning friction factor 
= damping functions 
= buoyancy-driven heat flux 
= kinetic energy 
= duct length 
= Nu number 
= overall Nu number 
= local Nu number at each point 
= Nu Number due to Dittus-Boelter 
= pressure 
= cyclic pressure 
= production terms 
= Prandtl number 
= heat flux 
= heat flux through the walls 
= Reynolds number 
= mean strain rate 
= Oldroyd derivative of Su 

= temperature 
= bulk temperature 
= point temperature 
= wall temperature 
= velocity 
= bulk velocity 
= turbulent stresses 
= turbulent heat fluxes 
= coordinate 

1 Division of Heat Transfer, Lund Institute of Technology, 221 00 Lund, Sweden, 
e-mail: masoud@emvox7.vok.lth.se. 

2 Division of Heat Transfer, Lund Institute of Technology, 221 00 Lund, Sweden, 
e-mail: bengts@emvox2.vok.lth.se. Mem. ASME. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT 
TRANSFER and presented at '97 NHTC, Baltimore. Manuscript received by the Heat 
Transfer Division, Mar. 30, 1998; revision received. Mar. 22, 1999. Keywords: 
Channel Flow, Heat Transfer, Modeling, Turbulence. Associate Technical Editor: R. 
Douglass. 

j3 = cyclic pressure coefficient 
8y = Kroneckers delta 

e = dissipation of kinetic energy 
<3>0 = pressure-strain 

y = cyclic parameter, see Eq. (22) 
r = numerical diffusivity 
T; = distance normal to the wall 
A = cyclic parameter, see Eq. (20) 
ju, = molecular viscosity 

fx.T = turbulent viscosity 
@ = dimensionless temperature 
p = density 
a = turbulent Prandtl number 
CI = cyclic temperature source term 

1 Introduction 
Ducts with noncircular cross sections are frequently encoun

tered in industrial heat transfer equipment, e.g., compact heat 
exchangers, cooling channels in gas turbine blades, nuclear reac
tors, etc. The main flow in such ducts is influenced by the second
ary motions in the plane perpendicular to the streamwise direction. 
In wavy ducts, centrifugal forces occur and these influence the 
main flow. This motion is pressure-induced and commonly it is 
said to be of Prandtl's first kind. This kind of motion exists even 
in curved circular ducts for laminar flow. Secondary motion of 
Prandtl's second kind takes place in the smooth corner of noncir
cular straight ducts for turbulent flow. These motions are of major 
concern since they redistribute the turbulence kinetic energy at the 
cross section of a duct which in turn affects the wall shear stresses 
and the turbulent heat fluxes. 

Close to each corner of an orthogonal straight duct there exist 
two counter rotating vortices that transport high momentum fluid 
towards the duct corner and then outwards along the walls. How
ever, Speziale and Gatski (1997) predicted another two much 
smaller counter rotating vortices (in addition to the two main 
vortices) by using an isotropic dissipation equation and an RSM 
model (with SSG for pressure strain). To avoid these nontrivial 
small vortices, they exchanged the isotropic dissipation by a 
nonisotropic dissipation equation. In the present study, the isotro
pic dissipation equation is used with a nonlinear eddy viscosity 
model combined with the damping functions and no extra vortices 
are predicted. The study may therefore contribute to assess simple 
turbulence models which requires less computational effort and 
time but may provide reasonable accurate results from an engi
neering point of view. 

In order to obtain a reasonable prediction of the flow from 
numerical simulations, the turbulence model must allow for the 
secondary flows. In the present investigation Speziale's nonlinear 
k-e model is combined with Lam-Bremhorst's as well as Abe-
Kondoh-Nagano's damping functions to predict turbulent Reyn
olds stresses. The simple eddy diffusivity (SED) concept, low 
Reynolds number version of the general gradient diffusion hypoth
esis (GGDH), and the low Reynolds number version of wealth * 
earning X time (WET) models are employed to determine turbu
lent heat fluxes. 

The results obtained from different models are compared with 
the existing correlation in terms of friction factor and Nusselt 
number. A fully developed condition is achieved by imposing 
cyclic boundary conditions in the main flow direction. 

Several fundamental investigations concerning turbulent flow in 
square and rectangular ducts exist. The nonlinear k-e model pro
posed by Speziale (1987) has been employed for predicting the 
flow and heat flux in straight and corrugated ducts with trapezoidal 
cross sections (see Rokni and Sunden, 1996, 1998). However, the 
wall function approach was used to handle the wall boundary 
condition. Direct numerical simulations have been performed for a 
square duct by Huser and Biringen (1993) and Gavrilakis (1991). 
Kim et al. (1987) provided valuable data for evaluation of turbu
lence models for a plane duct. Large eddy simulations for square 
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Fig. 1 Duct under consideration 

ducts are reported by Su and Friedrich (1994) at a Reynolds 
number of 49,000 and by Madabhushi and Vanka (1991) at a 
Reynolds number of 5800. 

In the literature no numerical investigations have been presented 
on turbulent flow in ducts at relatively low Reynolds number using 
turbulence models. In this work, the numerical calculation is 
focused on fully developed periodic flow and may be regarded as 
a further application and evaluation of the computational method 
developed by Rokni and Sunden (1996, 1998) which has success
fully been applied in straight and wavy ducts of various cross 
sections using wall functions. At low Reynolds numbers the wall 
function approach is not appropriate and thus another procedure is 
needed. 

2 Problem Statement 
Straight ducts with square and rectangular cross sections are 

considered in this study. Only one quarter of the duct is considered 
by imposing symmetry conditions. A principle sketch of a duct is 
shown in Fig. 1. 

The calculation method has been focused on fully developed 
turbulent flow in a three-dimensional duct. 

Mean velocity distributions, friction factor, and Nu number are 
determined numerically for fully developed conditions. 

3 Governing Equations 
The governing equations are the continuity, momentum, and 

energy equations. Fully developed periodic turbulent flow is con
sidered in this investigation. The following assumptions are em
ployed: steady state, no-slip at the walls, and constant fluid prop
erties. One then has 

dx. 
(pU.Uj) 

dx. 

d 

(pUj) = 0 (1) 

BP 
dx, dXj 

aU: su, 
dx. dx. 

+ — (-puluJ) 

Jx- W = ^ 
ix BT — 
P r ^ + ^ P " ^ 

(2) 

(3) 

The turbulent stresses ( — piijUj) and the turbulent heat fluxes 
(pCpUjt) are modeled as described in the following sections. 

3 Turbulence Model for Reynolds Stresses 
The most widely used two-equation turbulence model; namely 

the k-e model, is also used here with the conventional isotropic 
dissipation equation. The model is combined with damping func
tions to increase the accuracy near the walls. The conventional low 
Reynolds number form of the k-e. model (Wilcox, 1993) for steady 
state is given by 

d 

dx. 
(pUjk) 

d 

dX) P 
fi7 dk 

dx. 
+ Pk- pe (4) 

a d 
(pUje) = dx dx. 

IX + 
/xT\ de 

creJ dXj 

+ fiCtiTPk-fiC.iP-r (5) 

where Pt is the production term expressed as 

dU, dU, 

" dx, -PWer 

and/! and/2 are damping functions. 
The turbulent eddy viscosity jaT is calculated as 

p,7 p/Mcv • 

(6) 

(7) 

where/M is the damping function for the turbulent viscosity. In the 
linear eddy viscosity model the Reynolds stresses T0 are expressed 
as 

T.J = - ! PWy + 2fLjS,j. (8) 

A nonlinear constitutive relation for the Reynolds stresses in 
incompressible flow was proposed by Speziale (1987). The non
linear terms in this model are a form of quadratic terms, which 
enable calculation of anisotropic normal stresses and consequently 
prediction of the secondary velocity field in ducts. The Reynolds 
stresses in this model are determined according to 

_ 2 k I 1 \ 
T(/ ~ ~ 3 plcSij + 2^rS>J + ^CDC^P,, - I SikSkj - -^ SmnS„mS,jJ 

(9) + 4C£C(1/xT I Sjj „ Smm6 

_ 1 /dU, dU) 

'' 2 \ dXj dX; 
(10) 

and Sij is the frame-indifferent Oldroyd derivative of 5„ (see, e.g., 
Wilcox, 1993). In steady state one has 

dS„ dU: dU, 
Sii Uk dxt dxk

 SkJ dxk
 Skh (11) 

The standard values for the constants and coefficients in (3), (4), 
(5), (7), and (9) have been used: 

o - t =1.0 , (r e= 1.314, C e l = 1 . 4 4 , Cel = 1.92 

CD = C £ = 1.68 and C^ = 0.09. 

4 Turbulence Models for Heat Flux 
Three models are used to express the turbulent heat flux, 

(a) The SED based on the Boussinesq viscosity model as 

pUjt crT dx. 
(12) 

Please note that the damping function/^ appears in /xT. This model 
may be regarded as a low Reynolds number model. 
(b) Low Reynolds number version of the GGDH is defined as 

_ k I dT 
^=-C,U-(ujUkJ7k 

(c) WET in its low Reynolds number version is defined by 

(13) 

f̂/' ^ ( Jfi 
dT 

U:U jUk • + Ukt 
dUj 

€ \ J* dxk * dxk/ 

The constant C, is set to 0.3 in both Eqs. (13) and (14). 

(14) 
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It should be noted that the authors suggest that low Reynolds 
number versions of the GGDH and WET models are created by 
only using the damping function/,, as shown in Eqs. (13) and (14). 
A low Reynolds number version of GGDH and WET is needed to 
create consistency with the treatment of the flow field. However, 
such a formulation is not well known. This work is thus a first 
attempt to handle these methods at low Reynolds numbers for 
turbulent convective heat transfer in ducts. 

5 The Damping F u n c t i o n s / „ / 2 , a n d / ^ 

The high Reynolds number form of the k-e model suggests that 
fn should approximately be equal to unity in the fully turbulent 
region remote from solid walls. However, in a region very close to 
a wall where the viscous effects become very important, /^ will 
differ considerably from unity. In this study, two kinds of damping 
functions are used, the Lam-Bremhorst (1981), hereafter the LB 
model, and the Abe-Kondoh-Nagano (1995) model, hereafter the 
AKN model. The main difference between these two models is that 
the friction velocity u* is used to account for the near-wall effect 
in the LB model while the Kolmogorov velocity scale ut = 
(ve)0'25 is used in the AKN model. It is known that the friction 
velocity vanishes at separation (at the corner of an orthogonal 
duct) and reattachment points but the Kolmogorov velocity scale 
does not. In the LB model the formulation of fu f2, and/,, are 
expressed as 

/„=(! -0.0165ReA2 )2 1 + 
20.5 

Re7 

where Ret = pfc°'5-r///i, and Re, = pk2/fie. 

'0.05^ 3 

/ i = l + 
U 

(15) 

(16) 

and 

/,= (1 -e-y'"y[ 1+j^e-™™') (18) 

/ a = l - e - R e ' . (17) 

In the AKN model the formulations of/,,,/,, and/2 are given by 

5 

Ref 

where y* = ut{pi\l^) = (/^e/p)°25pViLt and Re, = pk2/p,e. 

/ i = 1 , h = (1 - e^* / 31)2(l - 0.3e-(Re'/6-5)2). (19) 

It should be noted that when the AKN model is used, the constants 
are set as at = cr5 = 1.4. In the above equations r\ is the normal 
distance to a wall. 

6 Periodic Condition 
It is obvious that the pressure P decreases in the main flow 

direction and therefore the pressure should be handled in a special 
way. It is expressed as 

P(x, y, z) = -/3.x: + P*{x, y, z) (20) 

where /3 is a constant representing the nonperiodic pressure gra
dient and P* behaves in a periodic manner from cycle to cycle in 
the flow direction. 

The dimensionsless temperature 6 is defined in the cyclic case as 

0(x, v, z) = 
T(x, y, z) - Tw 

Tb(x) - Tw 
(21) 

where Tw is the constant wall temperature and Tb is the fluid bulk 
temperature. Using this expression and inserting it into the energy 
Eq. (3) one obtains 

"/A 30 
PrdJtT 

d 8 
(pUjd) + n (22) 

where O is 

0 = A 

In (23) A is 

30 3 
+ re A2 + 

3A 

dx 

d(Tb-Tjl 
x = —aJ—M-r->-

(23) 

(24) 

T = /u/Pr and both A and fl are periodic parameters. 
In the GGDH method, ust is calculated from 

— k f / d 
Ujt = - C / M - (Tb - Tw)\ uju[ A6 + dx 

+ u,v -—I- u,w 
' dy ' 

(25) 

In the WET method, Ujt is determined from 

— k I / d6 

ujt = -cfp - (T„ - r j uju\ \e + — 
ae dU 

+ U.V ~ + U:W — + Ukt -
1 dy ' dz dxk 

(26) 

An additional condition is needed to close the problem since the 
energy equation contains two unknowns 6(x, y, z) and \(x). This 
condition is found from the definition of the bulk temperature. In 
dimensionless form one has 

(27) \U\8dAc= \U\dAc 

where A,, is the cross-sectional area in the main flow direction. The 
shape of the nondimensional temperature profile 6(x,y, z) repeats 
itself in the fully developed periodic region. 

7 Boundary Conditions 
Periodicity conditions are imposed at the inlet and outlet for all 

variables. It then follows 

$(* , y, z) = <$>(x + L, y, z) 

4> = U, V, W, P*, k, e. (28) 

In order to achieve stability in the numerical procedure, the 
following variables are also handled as periodic: 

uWj, Uj6, A, Sfrfp. 

The boundary conditions k = deldr\ = 0 at the walls and 
dk/drj = de/drq = 0 at the symmetry lines are adopted, rj is the 
normal distance to a wall or a symmetry line. The effect of one 
wall, namely the nearest one is adopted in this investigation, r\ = 
min.Crj!, T/2). 

8 Additional Equations 
The Reynolds number is defined as 

pUhDh thDh 
Re = 

M' ,• H 
(29) 

where Across is the cross-sectional area and Ub is the bulk velocity 
which is related to the mass flow as 

(30) pU-dA. 

The pressure drop per cycle is defined by 
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Ap = 0L = 4 / 
L pUl 

D„ 2 

where / is the Fanning friction factor. One then has 

0D„/4 
/ = pU2

b/2 • 

(31) 

(32) 

In the turbulent region the calculated friction factor is compared 
with the Blasius friction factor (Incropera and DeWitt, 1996) 
which is valid for Re < 2 X 104. 

/ = 0.079 Re (33) 

However, in the laminar region the friction factor is compared to 
the following correlation for a square duct (see, e.g., Incropera and 
DeWitt, 1996): 

/ = 
57 

4 Re' 
(34) 

The Nu number is calculated in two ways, by finding the Nu 
number at each point adjacent to the wall (Nu,), or using the inlet 
and outlet bulk temperatures (Nu„v). These are called the local and 
the overall Nu number, respectively. 

Since the points adjacent to the walls are always in the viscous 
sublayer then the local Nu number can be found as follows: 

Nu„ = D,, (35) 

If one takes the average of the local Nu numbers at all points 
adjacent to the walls for each cross section, one has 

Nu, 
X Nu/H/A,H 

2JAJU 
i = NW, HW (36) 

where Uuiw is expressed as 

Nu„ 

Nur„ dA 

dA 

(where the indices stand for NW = North Wall and HW = High 
Wall. The main flow is through the west and east walls). Nu, is 
then calculated according to 

Nu, = (37) 

The Nu„„ number can be calculated as shown below. The overall 
heat transfer coefficient is calculated by 

A„„ = 
Q 

A„ATwb 

where 

£ = mC„(Tb2 - r M ) 

ATwb = ±{(Tw-Th2) + (Tw 

By combining these equations, one finds 

Tbi)}. 

Nu„„ = 
2/L ( 1 - 7 ) 

K (1 + 7) 

where y in the cyclic case can be derived as 

PrRe 

(38) 

(39) 

(40) 

(41) 

7 = exp kdx (42) 

The Nu number is compared to the Dittus-Boelter equation for 
circular ducts (e.g., Incropera and DeWitt, 1995) in the turbulent 
region 

Nu = 0.023 Re08 Pr (43) 

while in the laminar region the Nu number for a square duct is 
2.98. The Dittus-Boelter correlation is usually recommended for 
Reynolds number greater than about 10,000 but experiments car
ried out by Lowdermilk et al. (1954) showed that it may be used 
even for lower Reynolds number in square and rectangular ducts. 
For a rectangular duct in laminar flow the Nu number depends on 
the aspect ratio (see, e.g., Incropera and DeWitt, 1996). 
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Fig. 2 Secondary velocity field predicted by the nonlinear k-e model (a) 
compared with DNS work of Gavrilakis (see Spezlale and Gatski, 1997) 
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Fig. 3 Streamwlse velocity contours predicted by the linear and the nonlinear k-e 
model. Solid lines are the nonlinear model and dashed lines are the linear model. 

9 Numerical Solution Procedure 
The partial differential equations are transformed to algebraic 

equations by a general finite-volume technique. The momentum 
equations are solved for the velocity components on a nonstag-
gered grid arrangement. The Rhie-Chow interpolation method 
(Rhie and Chow, 1983) is used to interpolate the velocity compo
nents to the control volume faces from the grid points. The 
SIMPLEC-algorithm (Raithby and Schneider, 1988) is employed 
to handle the pressure velocity coupling. TDMA (see, e.g. Patan-
kar, 1980) based algorithms are used for solving the equations. The 
convective terms are treated by the van Leer scheme (van Leer, 
1974) while the diffusive terms are treated by the central-
difference scheme. The hybrid scheme is used for solving k and e. 

The initial values for all variables are set to zero except for k and 
e. These are set as 

k = 0.005Ui and e = 0Ak2. 

The initial values for k and e are important in periodic conditions 
and with LB damping functions. If U',„ is too low, k and e may not 
be activated while a too high value of [/in.may cause divergence 
problem. This property seems to impose a limitation of using the 
LB damping functions for periodic conditions. It is, however, 
favorable in terms of computational aspects, to use periodic con
ditions but care is recommended in choosing the initial values. 
Such a limitation does not exist for the AKN model. Rokni (1998) 
compared these two models, namely the LB and AKN models, and 
found that the AKN model is much more stable and less sensitive 
to initial values than the LB model. He also found that the AKN 
model demands less grid points in the sublayer. He also discussed 
the last two findings (stability and less grid points) and found that 
the LB damping functions have singularities (due to friction ve
locity) in contrast to the AKN model. 

A nonuniform grid distribution is employed in the plane per
pendicular to the main flow direction. Close to each wall, the 
number of grid points or control volumes is increased to enhance 
the resolution and accuracy. The computations were terminated 
when the sum of the absolute residuals normalized by the inflow 
was less than 3 X 10"6 for all variables. Different number of grid 
points was used in the cross-sectional plane. For instance, it was 
shown that the overall friction factors and Nu numbers, which are 
the most interesting parameters from an engineering point of view, 

did not change significantly (less than one percent) if the number 
of grid points were increased beyond 31 X 31 in a square duct at 
Reynolds number less than 9000. However, at least 41 X 41 grid 
points were needed for Reynolds number higher than 9000 if the 
LB model was used. It is obvious that the number of grid points 
should be increased by increasing Reynolds number, since some 
grid points must always be in the viscous sublayer near each wall. 
However, the AKN model does not need as many grid points as the 
LB model and showed to be much more robust. Only three grid 
points were applied in the main flow direction. 

It might be of interest to point out that 21 X 21 grid points (in 
the plane perpendicular to the main flow direction) were sufficient 
if the law of the wall was used at Reynolds number about 10000. 

As it is known, the results obtained from the low Reynolds k-e 
model depend somewhat on the number of grid points. This problem 
has also been noticed in this investigation. However, the results 
change only slightly and can be neglected in this investigation. The 
grid dependence of the results was found to be less in the AKN model. 
Usually by changing the stretching factor, satisfactory results can be 
obtained by this model. It should be pointed out that the average value 
of y+ near each wall should not be too small since the turbulent 
Prandtl number in the temperature equation is not constant close to a 
wall. It has been found that if the average value of y+ near a wall is 
kept between 0.3 and 1.3 no significant changes in the computed 
friction factor and Nu number occur. 

10 Results and Discussions 
The predicted secondary velocity distribution using the non

linear k-e model is shown in Fig. 2. For sake of clarity, the 
secondary velocity field is shown for 51 X 51 mesh points. The 
secondary motion consists of two counter rotating vortices, 
which transport high momentum fluid towards the duct corner 
along the bisector and then outwards along the walls. Close to 
the duct center the secondary flow is weak and seems to have no 
influence on the streamwise flow. Near the corner the flow must 
be completely viscous which can be seen clearly in the figure. 
The velocity vectors are computed all the way down to the wall. 
The magnitude of the secondary velocity vectors decreases in 
the sublayer and becomes zero at the walls. The linear k-e 
model does not predict any secondary flow and thus there is a 
large difference in the cross flow transport into the corner 
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Fig. 4 Calculated Fanning friction factor compared with the Blaslus 
correlation 

between the linear and the nonlinear k-e models. The corre
sponding secondary velocity pattern obtained from the DNS 
work of Gavrilakis (see Speziale and Gatski, 1997) has been 
displayed in Fig. 2(b) but rotated 180 degrees (the reader should 
be aware about the quality of the figure since it has first been 
scanned and then enclosed). The agreement is really good. 

Figure 3 shows the streamwise velocity contours predicted by 
the linear and nonlinear k-e models. The nonlinear k-e model 
shows that in the region close to the corner, the contours are bulged 
towards the corner due to the presence of the secondary motion. 
However, the linear k-e model shows no bulging at all and behaves 
in a similar way as a duct with circular cross section. 

The center-to-bulk-velocity ratio (UJUb), is 1.30 in the non
linear k-e model as well as in the linear k-e model at Re «< 3900. 

This ratio can be compared to the value 1.33 obtained by 
Gavrilakis (1992) for a square duct at the Reynolds number 4410 
by using direct numerical simulations. 

The calculated Fanning friction factor is shown in Fig. 4. In the 
turbulent region, the results obtained from the nonlinear k-e model 
agree excellently with the Blasius correlation and all the calculated 
values are within five percent. 

Figure 4 shows results for both turbulent and laminar cases. 
Laminar solutions, obtained when the k and e equations are not 
solved, were possible up to a Reynolds number of approximately 
3500. It was possible to achieve turbulent solutions for Reynolds 
numbers as low as 1600. However, to achieve a reasonable pre
diction method in the Reynolds number range 1600-3500 obvi
ously a transition model is needed. The transition region is, how
ever, not within the scope of this investigation. 

Both the linear k-e and the nonlinear k-e models give almost 
identical result in predicting the friction factors. This can be 
explained because the magnitude of the secondary velocities is 
small (only a few percent of the main flow velocity) in straight 
square ducts and their contribution to the calculated friction 
factor is small. However, the situation is completely different in 
wavy ducts since the magnitude of the secondary motions are 
much higher (more than 20 percent to 40 percent) and their 
contribution to the calculated friction factor may be of impor
tance. Therefore the linear k-e model is not an appropriate 
model in wavy ducts. 

To show the effect of the secondary motion on the temperature 
field Fig. 5 is presented. The results from the linear and the 
nonlinear k-e models combined with the SED concept are com
pared to each other. The temperature field predicted by the non
linear model is bulged towards the corner while the linear model 
does not show any bulging at all. This can be explained by 
presence of the secondary motion. The effect of the secondary 
motions near the corner as well as near the walls are very small and 
both the linear and the nonlinear models gives very similar results 
(see Fig. 5). 

The Nu number predicted by the nonlinear k-e model combined 
with the SED concept is shown in Fig. 6. In the laminar region the 
predicted Nu number is 2.98 which is exactly equal to the analyt
ical value for square ducts. In the turbulent region, the calculated 
Nu numbers are in good agreement with the Dittus-Boelter corre
lation, as shown in Fig. 6. The results obtained from the GGDH 
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Fig. 5 The temperature field contours predicted by the linear and the nonlinear models 
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Fig. 6 Calculated Nu number in a square duct compared with the Dittus-
Boelter correlation 

Table 1 Comparison between the local Nu numbers, the overall Nu 
numbers and Dittus-Boelter correlation, and different heat flux models 

Method 
k-e 

SED 
GGDH 
WET 

k-e 
SED 

GGDH 
WET 

k-e 
SED 

GGDH 
WET 

k-e 
SED 

GGDH 
WET 

Re 
2482 
2495 
2495 
2495 

3964 
3929 
3929 
3929 

5753 
5743 
5743 
5743 

7303 
7327 
7327 
7327 

Nu 
10.3 
10.2 
10.4 
10.4 

15.1 
15.1 
15.6 
15.5 

20.0 
21.0 
21.9 
21.9 

24.3 
24.7 
25.8 
25.8 

Nuov 

10.2 
10.1 
10.4 
10.4 

15.0 
15.1 
15.5 
15.4 

20.0 
20.9 
21.8 
21.7 

24.3 
24.8 
25.8 
25.8 

NUDB 
10.8 
10.9 
10.9 
10.9 

15.8 
15.6 
15.6 
15.6 

21.2 
21.2 
21.2 
21.2 

25.7 
25.8 
25.8 
25.8 

and WET heat flux models compared with the SED concept are 
shown in Table 1. 

To have a correct description in the overlapping Reynolds 
number range in Fig. 6, a transition model is needed. This is 
beyond the scope of this paper and is not discussed here. 

It should be mentioned that in the turbulent region, SED, 
GGDH, and WET methods are combined with the nonlinear 
model. However, only the SED concept is combined with the 
linear k-e model in the turbulent region. The table reveals that all 
the three models give almost the same results, while the results 
obtained from GGDH and WET are almost identical. 

11 Other Correlations 
The calculated friction factors are also compared with the 

Prandtl law and the Petukhov correlation, and good agreement was 
found. The predicted Nu numbers are also in good agreement with 
the Gnielinski correlation. These correlations can be found in, e.g., 
Incropera and DeWitt (1996). 

12 Conclusions 

A numerical method for turbulent and laminar flow and heat 
transfer in straight square ducts has been presented. Speziale's 

nonlinear eddy viscosity model has been used successfully in 
combination with the Lam-Bremhorst damping functions to pre
dict the secondary velocity field, the streamwise velocity, friction 
factor, and Nusselt number. New versions of the GGDH and WET 
for low Reynolds numbers are suggested. Comparisons of the 
results obtained with the linear eddy viscosity model are also 
presented. 

The average friction factors predicted with both models agree 
very well with the Blasius correlation, the Petukhov correlation as 
well as the Prandtl law. The calculated Nu numbers are in decent 
agreement with the Dittus-Boelter correlation and the Gnielinski 
correlation. The GGDH and WET methods agree best with the 
experimental correlations; however, a general conclusion cannot 
be drawn until the performance of these models have been shown 
in more complex channels. 

To have a physical correct description of the secondary flow, 
local axial velocities and temperatures, the advanced models are 
needed. 

The computational time for the nonlinear k-e model is of the 
same order of magnitude as for the linear k-e model. The nonlinear 
model thus presents a cheap method to improve the prediction of 
the turbulent stresses. It is faster and simpler than full Reynolds 
stress models (RSMs), LES and DNS simulations. 

The GGDH and WET turbulent heat flux models present a 
computationally cheap method to take anisotropy into account. 
These models are simpler and more stable than the full turbulent 
heat flux models. 

Two different damping functions were used to express the 
near-wall behavior, the Lam-Bremhorst and the Abe-Kondoh-
Nagano models. The study showed that the Abe-Kondoh-Nagano 
model is very robust and demands fewer grid points than the 
Lam-Bremhorst model in all cases studied. Satisfactory results can 
be achieved by the Abe-Kondoh-Nagano with a limited number of 
grid points; changing the stretching factor might be more appro
priate than increasing the number of grid points. 
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Laminar Free Convection of Pure and 
Saline Water Along a Heated Vertical 
Plate 

A. Pantokratoras1 

1 Introduction 

The classical problem of free-convection heat transfer from a 
heated vertical surface has been of interest to investigators for a 
very long time. An important method for finding a solution to this 
problem is the similarity method. Schuh (1948) gave solutions for 
the vertical isothermal plate for various values of Pr number (10, 
100, 1000) employing approximate methods. Ostrach (1953) nu
merically obtained the solution for Pr range of 0.01 to 1000 for the 
same problem. Sparrow and Gregg (1956) presented results for the 
free-convection problem from a vertical plate with uniform surface 
heat flux. Liburdy and Faeth (1975) obtained numerical results for 
the free-convection problem along a vertical adiabatic wall for Pr 
numbers 0.01, 0.1, 0.7, 1, 10, and 100. Jaluria and Gebhart (1977) 
also gave results for the same problem for Pr number range 
0.01-100. In all of the above research a linear relationship between 
fluid density and temperature has been used. 

However, it is known that the density-temperature relationship 
for water is linear at high temperatures and nonlinear at low 
temperatures. The density of pure water is maximum at 3.98°C. 
The density increases as the temperature decreases approaching 
3.98°C, while the density decreases as the temperature decreases 
from 3.98°C to 0°C. 

Except for the above-mentioned studies there are some papers 
concerning water free convection in low-temperature range where the 
density-temperature relatinship is nonlinear. Goren (1966) solved the 
problem of water free convection along a vertical isothermal surface 
with ambient temperature equal to maximum density temperature. 
The obtained results are valid for surface temperatures until 8°C. 
Vanier and Tien (1967) extended the above work to surface temper
atures until 35°C but the results were obtained again only for one 
ambient temperature equal to 4°C. Soundalgekar (1973) used an 
integral method to calculate the surface shear stress in water free 
convection over a vertical plate with variable temperature. The am
bient water was again at 4CC. Gebhart and Mollendorf (1978) ana
lyzed the problem of laminar free convection of water over a vertical 
plate with both thermal and saline diffusion and presented results for 
the vertical isothermal plate with temperature diffusion. The uniform 
surface heat flux problem was analyzed by Qureshi and Gebhart 
(1978) and similarity results were produced only when the ambient 
density coincides with density extremum temperature, that is only for 
one ambient temperature at a given salinity. Mollendorf, Johnson, and 
Gebhart (1981) presented self-similarity solutions for pure and saline 
water free convection over an adiabatic vertical plate in low-
temperature range, again with the above-mentioned constraint. Geb
hart, Carey, and Mollendorf (1979) developed a purturbation analysis 
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to extend the range of the calculations beyond the density extremum 
temperature and produced results for the adiabatic and uniform heat 
flux plate. These results are valid only when the ambient temperature 
is near the maximum density temperature. 

From the above literature review it is clear that the problem of 
water free convection in low-temperature range has been investi
gated but there are some situations that have not been treated. For 
the free convection over an adiabatic and uniform heat flux plate, 
results have been produced for ambient temperature equal to or 
near the density extremum temperature. Results for the maximum 
velocity have not been given for the isothermal plate. The objec
tive of this paper is to present results for the above three cases in 
the entire temperature range between 20CC and 0°C for the fol
lowing cases: (1) pure water (2) saline water with temperature 
diffusion and constant salinity. The results are obtained with the 
numerical solution of the boundary layer equations. 

2 The Mathematical Model 

Consider laminar free convection along a vertical plate placed in 
a calm environment with u and v denoting, respectively, the 
velocity components in the x and y direction, where x is vertically 
upwards and y is the coordinate perpendicular to x. The flow is 
assumed to be steady, of the boundary layer type. The governing 
equations of this flow with Boussinesq approximations are 

du dv 
continuity equation: -—h — = 0 (1) 

du du d2u p — pa 
momentum equation: u -—(•« — = » -—^ Q (2) 

dx dy fly Pa 

dT dT d2T 
energy equation: u — + f — = a ^ r (3) 

where T is the water temperature, p and p„ are the local and 
ambient water density, v is the kinematic viscosity, and a is the 
thermal diffusivity. The density of saline water is a function of 
temperature, salinity, and pressure. In this paper the known from 
Oceanography International Equation of State for Seawater 
(UNESCO, 1981; Fofonoff, 1985) is used for the calculation of 
density. This equation is valid for temperatures from - 2 to 40°C, 
salinities from zero percent to four percent and pressures from 1 to 
maximum oceanic pressure in bars. In this paper all calculations 
have been made for atmospheric pressure, that is for 1 bar. 

In the boundary layer equations the kinematic viscosity and 
thermal diffusivity of water are included and must be calculated 
for each situation. These quantities are calculated from data given 
by Kukulka, Gebhart, and Mollendorf (1987). 

The following boundary conditions were applied: 

at y = 0: u = v = 0, T = T0 for isothermal plate 

dT 
u = v = 0, —- = 0 for adiabatic plate 

fly 

(8T\ 
u = v = 0, ~^l v~1 = const, for uniform heat flux plate 

asy-^oo u = 0, T=Ta. 

At the edge of the plate initial flat velocity and temperature profiles 
were assumed. These profiles were used only to start the compu
tations and their shape had no influence on the results which were 
taken far downstream of the edge. 

The Eqs. (l)-(3) form a parabolic system and are solved by a 
method described by Patankar (1980). The finite difference method 
is used with primitive coordinates x, y and a space marching 
procedure is used in the x direction with an expanding grid. For 
more information about the expanding grid see Jia (1984). Calcu-
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1 Introduction 

The classical problem of free-convection heat transfer from a 
heated vertical surface has been of interest to investigators for a 
very long time. An important method for finding a solution to this 
problem is the similarity method. Schuh (1948) gave solutions for 
the vertical isothermal plate for various values of Pr number (10, 
100, 1000) employing approximate methods. Ostrach (1953) nu
merically obtained the solution for Pr range of 0.01 to 1000 for the 
same problem. Sparrow and Gregg (1956) presented results for the 
free-convection problem from a vertical plate with uniform surface 
heat flux. Liburdy and Faeth (1975) obtained numerical results for 
the free-convection problem along a vertical adiabatic wall for Pr 
numbers 0.01, 0.1, 0.7, 1, 10, and 100. Jaluria and Gebhart (1977) 
also gave results for the same problem for Pr number range 
0.01-100. In all of the above research a linear relationship between 
fluid density and temperature has been used. 

However, it is known that the density-temperature relationship 
for water is linear at high temperatures and nonlinear at low 
temperatures. The density of pure water is maximum at 3.98°C. 
The density increases as the temperature decreases approaching 
3.98°C, while the density decreases as the temperature decreases 
from 3.98°C to 0°C. 

Except for the above-mentioned studies there are some papers 
concerning water free convection in low-temperature range where the 
density-temperature relatinship is nonlinear. Goren (1966) solved the 
problem of water free convection along a vertical isothermal surface 
with ambient temperature equal to maximum density temperature. 
The obtained results are valid for surface temperatures until 8°C. 
Vanier and Tien (1967) extended the above work to surface temper
atures until 35°C but the results were obtained again only for one 
ambient temperature equal to 4°C. Soundalgekar (1973) used an 
integral method to calculate the surface shear stress in water free 
convection over a vertical plate with variable temperature. The am
bient water was again at 4CC. Gebhart and Mollendorf (1978) ana
lyzed the problem of laminar free convection of water over a vertical 
plate with both thermal and saline diffusion and presented results for 
the vertical isothermal plate with temperature diffusion. The uniform 
surface heat flux problem was analyzed by Qureshi and Gebhart 
(1978) and similarity results were produced only when the ambient 
density coincides with density extremum temperature, that is only for 
one ambient temperature at a given salinity. Mollendorf, Johnson, and 
Gebhart (1981) presented self-similarity solutions for pure and saline 
water free convection over an adiabatic vertical plate in low-
temperature range, again with the above-mentioned constraint. Geb
hart, Carey, and Mollendorf (1979) developed a purturbation analysis 
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to extend the range of the calculations beyond the density extremum 
temperature and produced results for the adiabatic and uniform heat 
flux plate. These results are valid only when the ambient temperature 
is near the maximum density temperature. 

From the above literature review it is clear that the problem of 
water free convection in low-temperature range has been investi
gated but there are some situations that have not been treated. For 
the free convection over an adiabatic and uniform heat flux plate, 
results have been produced for ambient temperature equal to or 
near the density extremum temperature. Results for the maximum 
velocity have not been given for the isothermal plate. The objec
tive of this paper is to present results for the above three cases in 
the entire temperature range between 20CC and 0°C for the fol
lowing cases: (1) pure water (2) saline water with temperature 
diffusion and constant salinity. The results are obtained with the 
numerical solution of the boundary layer equations. 

2 The Mathematical Model 

Consider laminar free convection along a vertical plate placed in 
a calm environment with u and v denoting, respectively, the 
velocity components in the x and y direction, where x is vertically 
upwards and y is the coordinate perpendicular to x. The flow is 
assumed to be steady, of the boundary layer type. The governing 
equations of this flow with Boussinesq approximations are 

du dv 
continuity equation: -—h — = 0 (1) 

du du d2u p — pa 
momentum equation: u -—(•« — = » -—^ Q (2) 

dx dy fly Pa 

dT dT d2T 
energy equation: u — + f — = a ^ r (3) 

where T is the water temperature, p and p„ are the local and 
ambient water density, v is the kinematic viscosity, and a is the 
thermal diffusivity. The density of saline water is a function of 
temperature, salinity, and pressure. In this paper the known from 
Oceanography International Equation of State for Seawater 
(UNESCO, 1981; Fofonoff, 1985) is used for the calculation of 
density. This equation is valid for temperatures from - 2 to 40°C, 
salinities from zero percent to four percent and pressures from 1 to 
maximum oceanic pressure in bars. In this paper all calculations 
have been made for atmospheric pressure, that is for 1 bar. 

In the boundary layer equations the kinematic viscosity and 
thermal diffusivity of water are included and must be calculated 
for each situation. These quantities are calculated from data given 
by Kukulka, Gebhart, and Mollendorf (1987). 

The following boundary conditions were applied: 

at y = 0: u = v = 0, T = T0 for isothermal plate 

dT 
u = v = 0, —- = 0 for adiabatic plate 

fly 

(8T\ 
u = v = 0, ~^l v~1 = const, for uniform heat flux plate 

asy-^oo u = 0, T=Ta. 

At the edge of the plate initial flat velocity and temperature profiles 
were assumed. These profiles were used only to start the compu
tations and their shape had no influence on the results which were 
taken far downstream of the edge. 

The Eqs. (l)-(3) form a parabolic system and are solved by a 
method described by Patankar (1980). The finite difference method 
is used with primitive coordinates x, y and a space marching 
procedure is used in the x direction with an expanding grid. For 
more information about the expanding grid see Jia (1984). Calcu-
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lations were made on a DEC ALPHA 7000 computer using qua
druple precision accuracy. 

ux r 
/ ' = ^ [ G r , (9) 

3 Results and Discussion 

In the similarity method commonly used in free convection over 
vertical surfaces, the following functions and variables are used. 
The nondimensional stream function /(TJ) is connected with phys
ical stream function as follows: 

i// = 4v 
Gr, 

4 /(TJ) 

where the similarity variable 17 is defined by 

y\Grxy« 
(5) 

where Gr, is the local Grashof number. In the classical similarity 
analysis with linear relationship between density and temperature 
the local Grashof number is defined as 

Gr = 
gx^{Ta){To ~ Ta) 

(6) 

where fl(Ta) is the thermal expansion coefficient of water at 
ambient temperature and T0 is the plate temperature. The above 
Grashof number is unsuitable for water free convection at low 
temperatures due to nonlinear relationship between density and 
temperature. For example, when the ambient temperature corre
sponds to density extremum, the P(Ta) coefficient becomes zero 
and the Grashof number becomes zero, too. In this case no simi
larity variabale r\ can be defined. Therefore, the following Grashof 
number is further used: 

Gr = 
gX* Pa ~ Po 

V1 Pa 
(7) 

where p„ and p0 are the ambient and wall local density. In the 
similarity analysis the vertical velocity is given by 

Iv 
[ G r J " 2 / (8) 

or in nondimensional form as 

A profile of the velocity/' has zero value at the plate and far away 
from the plate and a maximum value /'raax in the intermediate 
region. Taking the derivative of/' with respect to 17 we have 

/ ' ^ - ^ [ G r J " 3 ' 4 

"V 2 

(4) and the value of/" at the plate is 

/"(0) 
W 2 

[GrJ-

/du\ 

Jdu\ 

(10) 

(11) 

This quantity is used for the calculation of the wall shear stress by 
the following equation: 

T(X) = p. 
J2. 

y = 0 

M " - J r [ G r J 3 / 4 r ( 0 ) . (12) 

Another useful quantity in this problem is the wall heat flux ip'(0) 
that is the derivative of the nondimensional temperature at the 
plate. Taking the derivative of the nondimensional temperature 
<p = (T — Ta)l(T0 — Ta) with respect to n we have 

<P'(0) = 
T - T 

Gr, 
4 

~m(dT 
(13) 

, .=0 

In the present work the above quantities have been calculated as 
follows: The numerical method used is a space-marching tech
nique giving the downstream velocity and temperature profiles 
using the known upstream profiles. At every downstream distance 
x the wall density p„ was calculated using the International Equa
tion of State for Seawater from the calculated downstream wall 
temperature. Then the Grashof number was calculated from Eq. 
(7). The next steps were the calculation of similarity variable 17 
from Eq. (5) and the calculation of nondimensional vertical veloc
ity profile / ' from Eq. (9). The f'mla was calculated from known 
values across the boundary layer. The /"(0) was calculated from 
Eq. (11) and the cp'(0) from Eq. (13). The derivatives (du/dy)^0 

and (dT/dy)y=0 were calculated from the following equations: 
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Fig. 1 Wall heat transfer as a function of the Prandtl number; —, linear density-temperature relationship; —, real 
density-temperature relationship; °, pure water; *, saline water (s = one percent) 
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where (1) is a grid point on the plate and (2) is an adjacent grid 
point along y. The calculated profiles/' and q> were not similar in 
the near-field region because the boundary layer approximation is 
not valid in this region but as the calculation procedure was 
promoted downwards similarity was reached. In order to test the 
accuracy of this method, the results were compared with results 
available in the literature. In the work of Gebhart (1985) a com

plete table is given with data concerning the transport quantities of 
free convection adjacent to vertical isothermal and adiabatic sur
faces. This table was prepared by Krishnamurthy. For example, the 
quantities -cp'(0), /"(0), and/'max for the isothermal case (Pr = 
6.7) calculated in the present work were 1.0431, 0.4509, and 
0.1334 and the corresponding results by Krishnamurthy were 
1.0408, 0.4548, and 0.1335. The agreement is considered satisfac
tory and calculations were extended to temperature range between 
20CC and 0°C. But does similarity exist in this range? The trans
formed momentum equation in similarity form is (Mollendorf, 
Johnson, and Gebhart, 1981) 

cx I cx cbx, „ 
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Fig. 3 Peak velocity as a function of the Prandtl number; —, linear density-temperature relationship; —, real 
density-temperature relationship; . pure water; * saline water (s = one percent) 
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where the subscript x indicates differentiation with respect to x and 
the primes derivatives with respect to TJ. Similarity requires that 
the coefficients and the buoyancy force in the above equation not 
be ^-dependent. This is achieved when 

1 / G r V ' 4 

b(x)=jc(x)/x and c(x) = M-^-j . (17) 

Substituting the above b and c coefficients and the Grashof num
ber from Eq. (7) into the buoyancy force gives 

In the classical similarity analysis with linear relationship be
tween density and temperature the above buoyancy force takes 
the form 

and is independent of x. The solution procedure used in the present 
work is equivalent to the classical similarity method except for 
the buoyancy force which is (p„ — p)l(pa — p„) instead of 
(T - Ta)/(T„ - T„). The buoyancy force based on density is the 
real one and is independent of x not only in the linear range but in 
the entire temperature range. After that results were produced for 
the entire temperature range between 20CC and 0°C for pure water 
and saline water with s = one percent. The maximum density 
temperature for this salinity is 1.86°C. 

The results are plotted in Figs. 1, 2, and 3. The wall heat transfer 
-<p'(0), the wall shear stress /"(0), and the peak velocity fmm are 
shown as functions of Pr number for the three cases: isothermal, 
constant heat flux, and adiabatic plate. The above quantities that 
correspond to linear relationship between density and temperature for 
pure water are also shown in the figures (dashed lines). The corre
sponding quantities for the linear relationship and saline water are not 
shown because they are almost identical to those of pure water. Some 
very interesting conclusions can be drawn from these figures. 

The wall heat transfer is greater in the uniform heat flux case 
than in the isothermal case. The wall heat transfer increases in a 
monotonic way as the Pr number increases when the density-
temperature relationship is linear, but this trend changes dramati
cally when the water real density-temperature relationship is used. 
In the first region the heat transfer increases as the Pr number 
increases but as the ambient temperature decreases approaching 
the maximum density temperature the heat transfer decreases and 
reaches a minimum at maximum density temperature. Afterwards, 
when the ambient temperature decreases and the Pr number in
creases, the wall heat transfer increases approaching the linear 
density-temperature curve. 

From Fig. 2 it is seen that the wall shear stress is much greater in 
adiabatic plate flow than that of isothermal and constant heat flux 
flow. The shear stress decreases in a monotonic way as the Pr number 
increases when the density-temperature relationship is linear. This 
trend changes when the water real density-temperature relationship is 
used. As the ambient water temperature decreases the wall shear stress 
decreases and reaches a minimum when the ambient temperature is 
equal to the density extremum temperature. Afterwards, when the 
ambient temperature decreases and the Pr number increases, the shear 
stress increases approaching the linear density-temperature curve. The 
results concerning the maximum velocity, which are shown in Fig. 3, 
are quite similar to that of wall shear stress. 

References 
Fofonoff, N. P., 1985, "Physical properties of seawater: A new salinity scale and 

equation of state for seawater," Journal of Geophysical Research, Vol. 90, No. C2, 
pp. 3332-3342. 

Gebhart, B., and Mollendorf, J., 1978, "Buoyancy-induced flows in water under 
conditions in which density extrema may arise," Journal of Fluid Mechanics, Vol. 89, 
pp. 673-707. 

Gebhart, B., Carey, V., and Mollendorf, J., 1979, "Buoyancy induced flows due to 
energy sources in cold quiescent pure and saline water," Chemical Engineering 
Communications, Vol. 3, pp. 555-575. 

Gebhart, B., 1985, Similarity solutions for laminar external boundary region flows, 
Natural Convection, Fundamentals and Applications, Hemisphere Publishing Corpo
ration, Washington, DC. 

Goren, S. L., 1966, "On free convection in water at 4°C," Chemical Engineering 
Science, Vol. 21, pp. 515-518. 

Jaluria, Y., and Gebhart, B., 1977, "Buoyancy-induced flow arising from a line 
thermal source on an adiabatic vertical surface," Int. J. Heat Mass Transfer, Vol. 20, 
pp. 153-157. 

Jia, S. B., 1984, "Laminar jet issuing into stagnant surroundings," Computational 
Fluid Dynamics Unit, PDR/CFDU IC/15, Imperial College of Science and Technol
ogy, London. 

Kukulka, D. J., Gebhart, B„ and Mollendorf, J. C , 1987, "Thermodynamic and 
Transport Properties of Pure and Saline Water," Advances in Heat Transfer, Vol. 18, 
pp. 325-363. 

Liburdy, J., and Faeth, G., 1975, "Theory of a steady laminar thermal plume along 
a vertical adiabatic wall," Lett. Heat Mass Transfer, Vol. 2, pp. 407-418. 

Mollendorf, J. C , Johnson, R. S., and Gebhart, B„ 1981, "Several plume flows in 
pure and saline water at its density extremum," Journal of Fluid Mechanics, Vol. 113, 
pp. 269-282. 

Ostrach, S., 1953, "An analysis of laminar free convection flow and heat transfer 
about a flat plate parallel to the direction of the generating body force," NASA Tech. 
Rep. 1111. 

Qureshi, Z., and Gebhart, B., 1978, "Vertical natural convection with the uniform 
flux condition in pure and saline water at the density extremum," Proceedings, 6th 
International Heat Transfer Conf, Toronto. 

Patankar, S. W., 1980, Numerical Heat Transfer and Fluid Flow, McGraw-Hill, 
New York. 

Schuh, H„ 1948, "Boundary layers of temperature," Section B.6 of W. Tollmien, 
Boundary layers, British Ministry of Supply, German Document Center, Ref. 3220T. 

Soundalgekar, V. M., 1973, "Laminar free convection flow of water at 4°C from a 
vertical plate with variable wall temperature," Chemical Engineering Science, Vol. 
28, pp. 307-309. 

Sparrow, E. M., and Gregg, J. L., 1956, "Laminar free convection from a vertical 
plate with uniform surface heat flux," Trans. ASME, Vol. 78. 

UNESCO, 1981, "The Practical Salinity Scale 1978 and the International Equation 
of State of Seawater 1980," Tenth Report of the Joint Panel on Oceanographic Tables 
and Standards, UNESCO Technical Papers in Marine Science No. 36, UNESCO, 
Paris, France. 

Vanier, C. R., and Tien, C , 1967, "Further work on free convection in water at 
4°C," Chemical Engineering Science, Vol. 22, pp. 1747-1751. 

Radiative Heat Transfer in Arbitrary 
Configurations With Nongray 
Absorbing, Emitting, and Anisotropic 
Scattering Media 

S. Maruyama1'2 and Z. Guo3 

Introduction 

Radiative heat transfer in absorbing, emitting, and scattering media 
is a problem of practical significance, e.g., in the design of industrial 
furnaces and many combustion devices, and in the prediction of the 
effect of ducts, C02 and other participating gases on the global 
environment. Recently, much attention has been given to solve the 
problem using numerical approaches such as the Monte Carlo method 
by Farmer and Howell (1994), the discrete ordinate method by Five-
land and Jessee (1995), and the YLX method by Hsu et al. (1992). A 
solution method that is reasonably accurate, efficient in both comput-
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where the subscript x indicates differentiation with respect to x and 
the primes derivatives with respect to TJ. Similarity requires that 
the coefficients and the buoyancy force in the above equation not 
be ^-dependent. This is achieved when 

1 / G r V ' 4 

b(x)=jc(x)/x and c(x) = M-^-j . (17) 

Substituting the above b and c coefficients and the Grashof num
ber from Eq. (7) into the buoyancy force gives 

In the classical similarity analysis with linear relationship be
tween density and temperature the above buoyancy force takes 
the form 

and is independent of x. The solution procedure used in the present 
work is equivalent to the classical similarity method except for 
the buoyancy force which is (p„ — p)l(pa — p„) instead of 
(T - Ta)/(T„ - T„). The buoyancy force based on density is the 
real one and is independent of x not only in the linear range but in 
the entire temperature range. After that results were produced for 
the entire temperature range between 20CC and 0°C for pure water 
and saline water with s = one percent. The maximum density 
temperature for this salinity is 1.86°C. 

The results are plotted in Figs. 1, 2, and 3. The wall heat transfer 
-<p'(0), the wall shear stress /"(0), and the peak velocity fmm are 
shown as functions of Pr number for the three cases: isothermal, 
constant heat flux, and adiabatic plate. The above quantities that 
correspond to linear relationship between density and temperature for 
pure water are also shown in the figures (dashed lines). The corre
sponding quantities for the linear relationship and saline water are not 
shown because they are almost identical to those of pure water. Some 
very interesting conclusions can be drawn from these figures. 

The wall heat transfer is greater in the uniform heat flux case 
than in the isothermal case. The wall heat transfer increases in a 
monotonic way as the Pr number increases when the density-
temperature relationship is linear, but this trend changes dramati
cally when the water real density-temperature relationship is used. 
In the first region the heat transfer increases as the Pr number 
increases but as the ambient temperature decreases approaching 
the maximum density temperature the heat transfer decreases and 
reaches a minimum at maximum density temperature. Afterwards, 
when the ambient temperature decreases and the Pr number in
creases, the wall heat transfer increases approaching the linear 
density-temperature curve. 

From Fig. 2 it is seen that the wall shear stress is much greater in 
adiabatic plate flow than that of isothermal and constant heat flux 
flow. The shear stress decreases in a monotonic way as the Pr number 
increases when the density-temperature relationship is linear. This 
trend changes when the water real density-temperature relationship is 
used. As the ambient water temperature decreases the wall shear stress 
decreases and reaches a minimum when the ambient temperature is 
equal to the density extremum temperature. Afterwards, when the 
ambient temperature decreases and the Pr number increases, the shear 
stress increases approaching the linear density-temperature curve. The 
results concerning the maximum velocity, which are shown in Fig. 3, 
are quite similar to that of wall shear stress. 
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Radiative heat transfer in absorbing, emitting, and scattering media 
is a problem of practical significance, e.g., in the design of industrial 
furnaces and many combustion devices, and in the prediction of the 
effect of ducts, C02 and other participating gases on the global 
environment. Recently, much attention has been given to solve the 
problem using numerical approaches such as the Monte Carlo method 
by Farmer and Howell (1994), the discrete ordinate method by Five-
land and Jessee (1995), and the YLX method by Hsu et al. (1992). A 
solution method that is reasonably accurate, efficient in both comput-
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ing time and storage, flexible with arbitrary three-dimensional geom
etry, and can be applied to real gas and particles is needed for the 
prediction of the radiation transport. 

The radiation element method by the ray emission model, 
REM2 (Maruyama and Aihara 1997), is an extension of the zone 
method and is a generalized numerical method for analyzing 
radiation transfer in participating media and specular and/or 
diffuse surfaces, with which arbitrary configurations can be 
coped with easily using finite element grids. This method has 
been applied to complex configurations such as a large helical 
device for the research of a fusion reactor (Maruyama and 
Higano 1997). An intrinsic weakness in REM2 is the assump
tion of isotropic scattering, whereas scattering from most par
ticles is anisotropic. A few numerical approaches such as the 
discrete ordinate method and the PN method take into account 
anisotropic scattering. The REM2 has been applied to one-
dimensional anisotropic scattering media using zeroth-order 
delta function approximation (Maruyama, 1998). A very good 
agreement with the exact solution was found even for strong 
forward or backward scattering particles. 

The gray assumption was also employed in previous studies. How
ever, most of the radiation transfer problems in engineering are 
nongray in which participating gases, such as H20 and C02, have 
very fine spectral absorption structures due to quantum effects. Hence, 
Beer's law cannot be applied to participating gases with moderate 
spectroscopic resolution. The REM2 method assumes that tempera
ture and radiative properties are uniform in each radiation element. 
The view factors are obtained by a ray tracing method in which path 
lengths in each radiation element can be specified. Therefore, all 
existing gas models are feasible in the present method to account the 
nongray characteristics of participating gas. 

Accurate prediction of thermal radiation in a combustion 
chamber becomes a formidable task where the spectral absorp
tion and anisotropic scattering characteristics of the medium are 
considered. Many investigators in the combustion field do not 
take the anisotropic scattering into account. The wide-band 
model is also widely employed for radiation in combustion gas, 
but it has not been compared with the narrow-band model in a 
realistic problem. 

In this paper, the REM2 is developed to incorporate the spectral 
dependence of radiation properties using the narrow band model and 
assuming anisotropic scattering. The zeroth-order delta function ap
proximation is used to scale the anisotropic scattering. The radiative 
heat transfer within a complex three-dimensional boiler furnace is 
analyzed as an example of application of engineering interest. Both 
the Elsasser narrow band model and the exponential wide-band model 
are adopted to consider the spectral characteristics of C02 and H20 
gases. The results of heat flux on the walls and heat flux divergence 
in the boiler are compared between the analyses of the narrow-band 
model and the wide-band model. The effects of the anisotropic scat
tering and particle density are also discussed. 

Method Description 

The solution algorithm of REM2 can be found in Maruyama and 
Aihara (1997), in which the gray assumption was employed. 
However, it is easy to extend the solution to nongray case when we 
introduce a spectral effective radation area AfA as 

AR 1 

ui 

1 — exp 

MS) 

PudS' dwdA 

1 - exp - pudS' do) (1) 

where S is the averaged thickness of the radiation element in the 
direction s, A(s) is the area projected onto the element surface 
normal to s and |3,,A is the extinction coefficient, respectively. 

The Elsasser narrow band model is used in conjunction with the 
correlation parameters in Edwards wide-band model to determined 
the spectral absorption coefficients of C02 and H20 as described 
by Tong and Skocypec (1992) in detail. Then the apparent extinc
tion coefficient of the element in the direction S is reached as a 
function of the averaged path length as follows: 

0 s = ln exp( — KV S)dr\ (2) 

The particles are assumed to be carbon spheres with a diameter 
of 30 /j,m. The values of scattering and extinction efficiencies are 
listed in Table 1 of Tong and Skocypec (1992). The scattering 
phase function was approximated by a delta-Eddington function as 

<D(¥) = 2/8(1 - cos 0) + (1 -f){\ + 3g cos 0) (3) 

w h e r e / = 0.111 and g = 0.215. 
The phase function is scaled to the zeroth-order delta function 

approximation (Maruyama, 1998). The scaled extinction coeffi
cient j3* and albedo tlD are 

P%= /3P(1 -0 ,11/3) , nD no - a , / 3 ) 
fl,n/3 (4) 

in which a, is a coefficient of the first term in Legendre polyno
mials. Maruyama (1998) examined the accuracy of the zeroth-
order approximation in a one-dimensional system. The approxi
mation has good accuracy with exact solution for the cases of a 
strong forward scattering medium and a backward scattering me
dium. A recent work by Guo and Maruyama (1998) compared the 
scaled isotropic results with the anisotropic calculations in three-
dimensional nonhomogeneous media. 

The final extinction coefficient of the mixture of particles and 
gases is expressed as 

J3 = S ^ + 0 (5) 

where /3gS is the apparent extinction coefficient of the kth gas, and 
Ng is the total number of gas components. 

The radiation elements consisting of numerous polygons and poly
hedrons modeled by arbitrary triangles, quadrilaterals, tetrahedrons, 
wedges, and hexahedrons, which are produced by applying the CAE 
software PATRAN, are used in the present method. As have been 
discussed by Maruyama and Aihara (1997), all the physical properties 
within each radiation element are assumed to be uniform. The view 
factors are calculated by the ray tracing method based on the ray 
emission model (Maruyama and Aihara, 1997). 

The REM2 method was compared with Monte Carlo method and 
YIX method in a benchmark problem (Hsu and Farmer, 1997) with 
gray nonhomogeneous participating medium. A general difference 
between the present method and the aforementioned methods was 
found to be within two percent (Guo and Maruyama, 1998). 
The present method is also compared with Monte Carlo method 
(Farmer and Howell, 1995) and YIX method (Hsu et al., 1992) in 
one and three-dimensional geometries containing a mixture of C02 

and N2 gases and carbon particles. Comparisons are performed 
with three carbon concentration levels of JVc = 2.0 X 107,2.0 X 
108, and 2.0 X 10s particles per cubic meter, which represent 
participating media of optical thin, intermediate, and thick, respec
tively. The difference of predicted heat flux between the REM2 and 
the Monte Carlo and YIX methods is three percent in the case of 
one-dimensional medium. For the three-dimensional medium, the 
differences of predicted heat flux and its divergence between the 
REM2 and the Monte Carlo method are generally five percent, 
while ten percent differences of heat flux and its divergence are 
found between the present method and YIX method. The differ
ences of heat flux and its divergence at the boundaries are usually 
within 20 percent between the REM2 and the Monte Carlo and 

Journal of Heat Transfer AUGUST 1999, Vol. 121 / 723 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Reheater Exit 

1 T 
| 4m 1 

! — ' J 

5 m 

1 T 

! 4 m ! 
i i 
i i 
i i 

10m
 

, 

3 

en 

3 

3 

Fig. 1 Dimensions and arrangement of a boiler furnace 

YIX methods. The values of radiative heat flux predicted by the 
present method are generally slightly lower than those predicted by 
Monte Carlo and YIX methods. A good agreement of predictions 
of heat flux and its divergence is found between the present 
solution and the Monte Carlo and YIX solutions for all three levels 
of particle density. 

The computation efficiency is also of major concern in radiation 
transfer calculations of three-dimensional configurations. In the 
present computation of the aforementioned three-dimensional non-
gray problem, the number of spectral discretization was set to be 
100 and the number of ray emission was set to be Nr = 155. 
When a personal computer VT-Alpha/533 is employed, the total 
CPU time including calculations of view factors and radiation 
transfer is about 240 seconds. It is also found that the CPU time 
decreases as the particle density increases. 

The ray effect discussed by Chai et al. (1993) is a numerical 
error due to directional discretization of the RTE equation. As has 
been discussed by Maruyama and Aihara (1996), the ray effect is 
not serious for the case of a simple configuration. However, the 
effect is significant at the corner of a simple shape and for a 
complicated configuration. 

Numerical error due to spatial discretization is of major interest 
to reduce the computational time. The aforementioned benchmark 
calculations of the three-dimensional nongray participating media 
have been carried out for several element numbers from 216 to 
1331. These results agree with each other and show good agree
ment with the Monte Carlo result by Farmer and Howell (1994). 
The present method shows good agreement, even for the case of 
coarse spatial discretization. This trend has been shown in a 
previous report (Maruyama and Aihara, 1996) for gray media. 

Results and Discussion 

As an application of engineering interest, radiative heat transfer 
in a three-dimensional complex boiler furnace with C02, H20 and 
carbon particles is considered. The furnace configuration is shown 
in Fig. 1. The boiler is modeled as that the temperature in the fire 
region is constant at 1896 K and the temperature in the gas region 
is constant at 1427 K. The total gas pressure in both gas and fire 
regions is uniform and constant at 1 atm. The mole fractions of 
C02 and H20 are 0.126 and 0.113, respectively. The rest is N2. 
This model is specified to adjust the example of a boiler furnace 
using heavy oil as a fuel in a handbook (JSME, 1993). The realistic 
model of a boiler has nonuniform temperature distribution. We 
have adopted the simple model to show the applicability of the 
present method to nongray calculation. The effect of nonuniform 
distribution has been discussed by Neghabat and Naragi (1998) 
and Guo and Maruyama (1998). The dimensions are decided to 
satisfy the specifications of the example problem. Hence, the 

dimensions are not realistic comparing with existing boilers for 
power plants. The same gas model as the benchmark analysis 
(Tong and Skocypec, 1992) is adopted, nevertheless the model 
exhibits inaccurate results, in particular, at low-temperature gases. 
The carbon particles are also taken into account in the fire region 
with uniform density, in which three different concentrations of 
Nc = 2.0 X 107, 2.0 X 108 and 2.0 X 109 particles per cubic 
meter are selected for comparison. The reheater for super heating 
the steam is modeled by an opaque wall at a uniform temperature 
of 773 K. The wall-surface temperature in the combustion gas exit 
region is taken as 773 K, in which region another reheater is 
generally placed. The temperature in the rest wall surface is 
assumed to be 610 K. All the furnace wall surfaces are diffuse with 
emissivity of 0.8. 

Figure 2 illustrates a half-symmetrical analysis model of the 
boiler furnace. The participating medium in Fig. 2 is divided into 
453 polyhedrons as volume elements. The wall surface of the 
reheater is divided into 41 surface elements, while 323 surface 
elements are placed on the furnace surface. The number of total 
radiation elements in the half analysis model is 817. A totally 
specular reflecting wall was located on one surface in order to 
simulate the symmetry of the geometry. The number of ray emis
sions for each radiation element is set at Nr = 155 and the number 
of spectral discretization is set at 100. The calculations were 
performed on a VT-Alpha 533 personal computer. 

First, the effect of anisotropic scattering of particles is investi
gated. The distributions of heat flux on the wall of the boiler and 
of the divergence of heat flux at the center plane of the boiler are 
illustrated in Figs. 3(a) and (b), respectively, for anisotropic scat
tering (left) and isotropic scattering (right) in the case of particle 
concentration of Nc = 2.0 X 10°. The heat flux and the diver
gence of heat flux in Figs. 3-5 are normalized by oTj and aTo/W, 
respectively, with T0 = 1896 K and W = 1 m. The negative value 
of the heat flux depicts the heat flux from the participating media 
into the wall surface. As for the divergence of heat flux, a negative 
value means absorbing heat, while a positive value stands for heat 
generation. The larger the absolute value is, the larger is the heat 
flux or heat flux divergence. It is seen that larger heat flux is 
distributed in the wall surfaces near the fire region, while the heat 
flux on the surfaces in pure combustion gas and gas exit regions is 
very low. This reveals that the radiation from high-temperature 
particles is much stronger than that from high-temperature com
bustion gas. Comparing the results between anisotropic and iso
tropic scatterings in the particle region in Figs. 3(a) and (b), it was 
found that the heat flux as well as the divergence of heat flux 
increased when the anisotropic property was accounted for. This is 
because the transmitted radiation is increased for a strong forward 
anisotropic scattering medium compared with the assumption of 
isotropic scattering, while the emission coefficient does not 

Fig. 2 Half symmetrical radiation element analysis model of the boiler 
furnace 
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Anisotropic Isotropic 

(a) Normalized heat flux. 

(b) Normalized heat tlux divergence at center plane. 

Fig. 3 Comparisons of normalized radiative heat flux (a) and Its diver
gence (b) between anisotropic scattering and isotropic scattering in the 
case of Nc = 2.0 x 109 and the adoption of Elsasser narrow band model 

change. The radiation transfer is enhanced. The difference in the 
results between the anisotropic and isotropic scatterings is gener
ally 15 percent. There are some locations where the difference is 
about 30 percent. 

The comparison of numerical results of heat flux and heat flux 
divergence between narrow-band and wide-band gas models is 
demonstrated in Fig. 4 in the case of Nc = 2.0 X 107 with 
anisotropic scattering. It is seen that the gas model influences the 
results of numerical prediction. The predicted results by a wide
band model are generally larger than those by a narrow-band 
model. Comparing two different models, the differences in heat 
flux are approximately ten percent, while the differences in the 
divergence of heat flux increase to 20 percent with 40 percent 
detected in some areas near the boundary. 

Finally, the comparison is extended to solutions with anisotropic 
scattering and narrow-band models and with isotropic scattering 
and wide-band models. Figure 5 portrays the comparisons of heat 
flux on the wall and heat flux divergence in the center plane for 
particle density Nc = 2.0 X 10s. The wide-band model tends to 
increase the prediction of heat flux and its divergence, on the other 
hand, the effect of isotropic scattering is reversed. Hence, the 
differences between the two solutions in Fig. 10 are not so large as 
observed in Figs.. 3 and 4. In general, ten percent difference in heat 
flux and divergence of heat flux is found. However, there are some 
cases where the difference in heat flux divergence reaches 30 
percent. Comparing Figs. 3, 4, and 5, the influence of particle 
density is revealed. The heat flux as well as the divergence of heat 
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flux increases as the particle density increases. However, the 
influence is mainly focused on the fire region and the wall surface 
near the fire. In the pure combustion gas regions, such as in the 
reheater and gas exit area, the distributions of heat flux and its 
divergence were slightly influenced by the particle radiation. 

Inspecting the flux divergence distribution in the fire region in 
Figs. 3(b), 4(b), and 5(b), it is observed that the flux divergence 
values are smallest in the middle of the fire and largest near the 
surroundings. This trend is due to the specification that the high-
temperature fire is surrounded by low-temperature combustion gas. 
The fire medium adjacent to the cold surrounding gives up more of 
its heat than that in the interior. The corners of the fire exhibit even 
higher divergence values, as there are more cold surrounding areas 
to heat. However, the surface heat flux near the corners is reduced 
as shown in Figs. 3(a), 4(a), and 5(a). This is because there is less 
media able to radiate heat to the corner area. 

In the above calculations of boiler furnace, the total CPU time 
including the calculation of view factors is approximately 45 minutes 
on VT-Alpha/533 when the Elsasser narrow-band model is adopted, 
while about 40 minutes is needed if only the exponential wide-band 
model is employed (the number of band divisions, i.e., 100 discreti
zation, is the same as in Elsasser model). The difference of CPU times 
between the anisotropic scattering and isotropic scattering is negligi
ble. The CPU time increases as the ray emission number increases. 
For example, when increasing the ray emission number from Nr = 
155 to Nr = 561 in the boiler, the total CPU time will increase to 

Narrow Band Model Wide Band Model 
DM 

-.28 

(a) Normalized heat llnx. 

Narrow Band Model Wide Band Model . 19 

(b) Normalized heat thix divergence at center plane. 

Fig. 4 Comparisons of normalized radiative heat flux (a) and its diver
gence (b) between different gas models in the case of Nc = 2.0 x 107 and 
the consideration of anisotropic scattering 
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Anisotropic & NBM Isotropic & WBM 

(a) Normalized heat flux. 

Anisotropic & NBM Isotropic & WBM ,41 

(hi Normalized heat flux divergence at center plane. 

Fig. 5 Comparisons of normalized radiative heat flux (a) and its diver
gence (b) between the solution of narrow band model and anisotropic 
scattering and that of wide band model and isotropic scattering in the 
case of Wc= 2.0 x 10e 

about 60 minutes due to the increase of CPU time in the calculation 
of view factors. However, the differences of predicted heat flux and its 
divergence between Nr = 155 and Nr = 561 are within five percent. 
Thus, a reasonable accuracy and small CPU time can be achieved for 
a small number of ray emissions. Numerical simulation for coarser 
spatial discretization has been carried out for the case of 510 radiation 
elements. Similar results compared with the case of 817 elements are 
obtained. 

Conclusions 
The REM2 method has been applied to investigate radiative heat 

transfer in a boiler furnace with nongray combustion gas mixture and 
anisotropic scattering carbon particles. The distributions of heat flux 
and its divergence were obtained when the temperature was specified. 
Emphasis was placed on the examination of the influences of different 
gas models and scattering characteristics. The use of a purely wide
band model increases the heat flux and divergence of heat flux by a 
range of 10 to 40 percent compared with the results employed by the 
Elsasser narrow-band model. The assumption of isotropic scattering 
decreases the predictions of heat flux and its divergence by 10 to 30 
percent of the anisotropic scattering. This tendency is consistent with 
the findings of Mengilc and Viskanta (1987) for the case of a pulver
ized coal-fired furnace, while the conditions are different from each 
other. It was found that larger heat flux exists in the wall surface near 
the fire. The influence of the particle density in this region is very 

important. As the particle density increases, the radiative heat flux and 
the divergence of heat flux increases. However, in the reheater and gas 
exit regions, little effect of direct radiation from the particle region 
was found, and most of the radiation comes from the high-
temperature gas mixture. 
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(a) Normalized heat flux. 

Anisotropic & NBM Isotropic & WBM ,41 

(hi Normalized heat flux divergence at center plane. 

Fig. 5 Comparisons of normalized radiative heat flux (a) and its diver
gence (b) between the solution of narrow band model and anisotropic 
scattering and that of wide band model and isotropic scattering in the 
case of Wc= 2.0 x 10e 

about 60 minutes due to the increase of CPU time in the calculation 
of view factors. However, the differences of predicted heat flux and its 
divergence between Nr = 155 and Nr = 561 are within five percent. 
Thus, a reasonable accuracy and small CPU time can be achieved for 
a small number of ray emissions. Numerical simulation for coarser 
spatial discretization has been carried out for the case of 510 radiation 
elements. Similar results compared with the case of 817 elements are 
obtained. 

Conclusions 
The REM2 method has been applied to investigate radiative heat 

transfer in a boiler furnace with nongray combustion gas mixture and 
anisotropic scattering carbon particles. The distributions of heat flux 
and its divergence were obtained when the temperature was specified. 
Emphasis was placed on the examination of the influences of different 
gas models and scattering characteristics. The use of a purely wide
band model increases the heat flux and divergence of heat flux by a 
range of 10 to 40 percent compared with the results employed by the 
Elsasser narrow-band model. The assumption of isotropic scattering 
decreases the predictions of heat flux and its divergence by 10 to 30 
percent of the anisotropic scattering. This tendency is consistent with 
the findings of Mengilc and Viskanta (1987) for the case of a pulver
ized coal-fired furnace, while the conditions are different from each 
other. It was found that larger heat flux exists in the wall surface near 
the fire. The influence of the particle density in this region is very 

important. As the particle density increases, the radiative heat flux and 
the divergence of heat flux increases. However, in the reheater and gas 
exit regions, little effect of direct radiation from the particle region 
was found, and most of the radiation comes from the high-
temperature gas mixture. 
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s = unit vector along a line of sight 
T = temperature 

Ya — mass-fraction of crth species 

Greek 

r\ = wave number 
K, = spectral absorption coefficient 

Introduction 

A nonreactive hot mixture of radiatively participating species, 
typically carbon dioxide and water vapor, may be found in the exhaust 
sections of almost all combustors. Since the scalar fluctuations in such 
nonreactive flows are substantially smaller than in flames, it is com
monly believed that the effects of turbulence-radiation interactions 
(TRI) on altering wall heat fluxes in nonreactive flows are negligible. 
Such belief, however, has not been substantiated by evidence to date. 
The purpose of this note is to investigate the conditions under which 
TRI may be important in nonreactive flows. The final outcome was 
found to be largely dependent on how the scalar fluctuations correlate, 

AIR BLUFF-BODY 

H = 0.5 m 

B / 2 = 92 mm 

AIR • 

Fig. 1 Geometry used for sample calculations 

rather than the magnitude of the fluctuations themselves. It was found 
that for most situations of practical interest, TRI effects are indeed 
negligible. 

(a) 

0.40 

0.30 

0.20 -

0.10 

Line Contours: With TRI 
Flood Contours: Without TRI 

0.5 1.0 1.5 

(b) 
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. Radiative Flux without TRI 
- Convective Flux (with and without TRI) 
- Radiative Flux with TRI 

0.5 1.0 1.5 x,(m) 

Fig. 2 Effect of TRI on (a) divergence of the radiative heat flux (in W/m3), and (b) 
wall heat flux for the case when the Inlet coflowlng air temperature is 200 K higher 
than the inlet temperature of the COa-H20 mixture 
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Fig. 3 Effect of TRI on wall heat fluxes for (a) equal inlet temperatures for C0 2 -H 20 
mixture and coflowing air, and (b) inlet C0 2 -H 20 misture temperature 200 K higher 
than coflowing air inlet temperature 

Theory 
The absorption coefficient of a mixture of gases is a function of 

its temperature and composition (Modest, 1993). In a turbulent 
flow, the fluctuations in the scalar field cause the absorption 
coefficient to fluctuate, as well. These fluctuations may correlate 
with the fluctuations in the Planck function (which is a function 
of temperature) to result in so-called turbulence-radiation interac
tions (TRI). 

The spectral radiative transfer equation for an absorbing-
emitting medium is (Modest, 1993) 

ds = "Mi bit (1) 

where Iv is the spectral radiative intensity, Ibv is the Planck 
function, «,, is the spectral absorption coefficient, and 17 is the 
wave number. Scattering may be important when large soot ag
glomerates are present. Soot, however, is locally produced and 
destroyed within the flame itself, and hardly any soot is liable to be 
present in the exhaust section of a well-designed combustor and, 
therefore, scattering may be considered negligible. 

Decomposition of/,, Ibv, and KV into their mean and fluctuating 
parts, substitution into Eq. (1), and averaging, results in 

ds 
<«„></„,,> - <K,></,> + « / ; „ > - <«;/;>, (2) 

where quantities within angled brackets represent averages, and 
quantities with primes denote fluctuations. The last two terms in 
Eq. (2) are a result of TRI. The correlation, («'„/'„), is generally 
negligible since the fluctuations in the absorption coefficient and 
the spectral radiative intensity act at completely different scales, 
except in an optically thick medium. Arguments to this effect have 
been provided in the past by Kabashnikov and co-workers 
(1985a, b) and by Song and Viskanta (1987). 

In this work, the unknown correlation (K',/!,,,), required for 
closure of the radiative transfer equation, was modeled using the 
velocity-composition joint probability density function (PDF) ap
proach (Pope, 1985). Detailed descriptions on the modeling and 
solution procedure can be found in Mazumder (1997) and in 
Mazumder and Modest (1999). 

Performing Taylor series expansions of K, and Ibri about their 
mean values, it can be shown that, in general, 
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( K ; / ^ > = / « r 2 > , (Y'T), higher order terms), (3) 

where Y is a set consisting of all the species mass fractions. Of the 
two second-order correlations appearing in Eq. (3), the correlation 
(Y'T'} is responsible for determining whether (K'^V^) is positive or 
negative, since (T'1) is always positive. If («',/')„,} is positive, the 
intensity of radiation along a line of sight will be enhanced (cf. Eq. 
(2)), and if («',/',„,) is negative, the intensity will be attenuated. In 
other words, the role of TRI essentially reduces to how the con
centration fluctuations correlate with the temperature fluctuations 
in the medium. In flames, this correlation is always positive 
because local production of C02 or H20 is always accompanied by 
production of heat (or an increase in local temperature). For 
nonreactive flows, this is not the case, and the matter requires 
further investigation. 

Sample Calculations 
The geometry used for the sample calculations is shown in Fig. 

1, and is two-dimensional planar. A mixture of carbon dioxide and 
water vapor (equal by mass) was injected along the centerline, as 
shown, at a temperature of 1000K and a velocity of 16.41 m/s. The 
coflowing air has a temperature of 1200K and a velocity of 10 m/s. 
The Reynolds number based on the inlet air properties and the 
bluff body size is 13,304. The wake behind the bluff body pro
motes intense mixing by recirculation. 

In order to isolate the effect of TRI, the case described above 
was run with radiation but without TRI, and a restart file was 
stored after 460 ms. The divergences of the radiative heat flux and 
the wall heat fluxes were calculated and stored. The TRI terms 
were then turned on and the simulation was allowed to march 
forward for a single time-step of one nanosecond. The divergences 
and wall heat loads were recalculated. Figure 2 illustrates the 
divergences and wall heat fluxes with and without TRI. The exact 
opposite effect of what was observed for reactive flows in Ma-
zumder and Modest (1999) is observed here. Figure 2(a) shows 
that the regions of strong emission contract to some extent when 
TRI is included. Consequently, the radiative wall heat fluxes 
decrease by approximately ten percent when TRI is included (Fig. 
2(b)), although the relative change is much smaller than what was 
observed for a flame, where an increase of about 45 percent was 
noted (Mazumder and Modest, 1999). The smaller change was 
expected since it is well known that the fluctuations in a flame are 
significantly larger than in an inert flow. All of the above obser
vations suggest that (K'A£),A) is negative in this case, which was 
indeed observed to be true when this term was printed out. 

The negative magnitude of the correlation (K^E',,)} can be 
explained physically by examining a situation where pure carbon 
dioxide flows into still air. A blob of C02, as soon as it is exposed 
to the air, captures some oxygen and nitrogen, and loses some C02 

to the surrounding air due to mixing. Consequently, the C02 

concentration in the blob decreases. In the absence of turbulence 
this exchange takes place by molecular diffusion only, and is 
extremely slow. In the presence of turbulence the mixing proceeds 
at a rate governed by the local turbulent time scale, and is usually 
quite rapid. The important issue at this point is whether the 
temperature of the blob increases or decreases during this mixing 
process. This, of course, is governed by the relative temperature 
difference between the C02 stream and the surrounding air. If the 
C02 stream is colder than the surrounding air, which is the case 
here, the temperature of the blob will increase. The reverse is true 
if an air blob is considered, i.e., a positive concentration fluctuation 
will be associated with a negative temperature fluctuation. The net 
effect of these associations result in correlations such as (F'7") 
being negative if the surrounding or coflowing air is hotter than the 
species jet. By the same token, the correlation is expected to be 
almost zero or randomly behaving if the temperature of the two 
streams are equal, and positive if the C02-H20 mixture stream is 
hotter than the coflowing air stream. To investigate this matter, two 
more simulations were performed. In the first case, the two inlet 

temperatures were maintained equal, and in the second case, the 
C02-H20 mixture was injected at a temperature 200K hotter than 
the air injection temperature. The heat fluxes for these two cases 
are illustrated in Fig. 3. For the case with equal inlet temperatures 
of the two streams, as expected, the difference in the radiative flux 
with and without TRI is extremely small, and may be attributed to 
numerical uncertainty. When the temperature of the C02-H20 
mixture stream is higher than the temperature of the coflowing air, 
TRI plays the role of increasing the radiative wall heat flux, and 
thus lending strong support to the above physical explanation. 

In most practical situations, the exhaust gas from a combustor is 
a mixture of all the different species, and all species are at the same 
temperature, rather than existing as separate streams with different 
temperatures. Therefore, it is reasonable to conclude that the effect 
of TRI in nonreactive flows is only marginal and may be neglected 
to simplify the analysis. 

Conclusions 

The effect of turbulence-radiation interactions in nonreactive 
flow of combustion gases was investigated numerically. The role 
of TRI largely depends on how the temperature fluctuations cor
relate with the concentration fluctuations. In most cases of practi
cal interest, the fluctuations were found to be uncorrelated, result
ing in almost negligible effect of TRI on the wall heat loads. 
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( K ; / ^ > = / « r 2 > , (Y'T), higher order terms), (3) 

where Y is a set consisting of all the species mass fractions. Of the 
two second-order correlations appearing in Eq. (3), the correlation 
(Y'T'} is responsible for determining whether (K'^V^) is positive or 
negative, since (T'1) is always positive. If («',/')„,} is positive, the 
intensity of radiation along a line of sight will be enhanced (cf. Eq. 
(2)), and if («',/',„,) is negative, the intensity will be attenuated. In 
other words, the role of TRI essentially reduces to how the con
centration fluctuations correlate with the temperature fluctuations 
in the medium. In flames, this correlation is always positive 
because local production of C02 or H20 is always accompanied by 
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temperature of the blob increases or decreases during this mixing 
process. This, of course, is governed by the relative temperature 
difference between the C02 stream and the surrounding air. If the 
C02 stream is colder than the surrounding air, which is the case 
here, the temperature of the blob will increase. The reverse is true 
if an air blob is considered, i.e., a positive concentration fluctuation 
will be associated with a negative temperature fluctuation. The net 
effect of these associations result in correlations such as (F'7") 
being negative if the surrounding or coflowing air is hotter than the 
species jet. By the same token, the correlation is expected to be 
almost zero or randomly behaving if the temperature of the two 
streams are equal, and positive if the C02-H20 mixture stream is 
hotter than the coflowing air stream. To investigate this matter, two 
more simulations were performed. In the first case, the two inlet 

temperatures were maintained equal, and in the second case, the 
C02-H20 mixture was injected at a temperature 200K hotter than 
the air injection temperature. The heat fluxes for these two cases 
are illustrated in Fig. 3. For the case with equal inlet temperatures 
of the two streams, as expected, the difference in the radiative flux 
with and without TRI is extremely small, and may be attributed to 
numerical uncertainty. When the temperature of the C02-H20 
mixture stream is higher than the temperature of the coflowing air, 
TRI plays the role of increasing the radiative wall heat flux, and 
thus lending strong support to the above physical explanation. 

In most practical situations, the exhaust gas from a combustor is 
a mixture of all the different species, and all species are at the same 
temperature, rather than existing as separate streams with different 
temperatures. Therefore, it is reasonable to conclude that the effect 
of TRI in nonreactive flows is only marginal and may be neglected 
to simplify the analysis. 

Conclusions 

The effect of turbulence-radiation interactions in nonreactive 
flow of combustion gases was investigated numerically. The role 
of TRI largely depends on how the temperature fluctuations cor
relate with the concentration fluctuations. In most cases of practi
cal interest, the fluctuations were found to be uncorrelated, result
ing in almost negligible effect of TRI on the wall heat loads. 
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miniature two-phase device were calculated using finite element 
analysis. The results show that the effect of the vapor-liquid 
frictional interaction on the liquid flow decreases with curvature of 
the liquid-vapor interface. Shear stresses at the liquid-vapor in
terface are significantly nonuniform, decreasing towards the cen
ter of the liquid-vapor meniscus. (a) 

Computational domain 

Nomenclature 

A, = cross-sectional area, m2 

C, = constants 
Dh = AAIP, hydraulic diameter, m 

/ = 2T/(PW>2) friction factor 
L = length, m 
n = unit vector normal to a boundary, m 
p = pressure, Pa 
P = wetted perimeter, m 

2 m™ = maximum heat transfer, W 
Re = wDhpl\x., axial Reynolds number 

s = distance along the liquid-vapor interface (see Fig. 1), m 
T = temperature, °C 

tmm = height of the liquid domain (see Fig. 1), m 
w = axial velocity, m/s 
w = area-averaged axial velocity, m/s 
z = axial coordinate, m 

Greek Symbols 

9 = contact angle 
p, - dynamic viscosity, Pa-s 
p = density, kg/m3 

T = )x(3w/d«), shear stress, N/m2 

Fig. 1 Geometrical conventions and coordinate system: (a) computa
tional domain, (b) cross section of a grooved passage 

Subscripts 

I = liquid 
Iv = liquid-vapor interface 

men = meniscus 
min = minimum 

v = vapor 
w = wall 

developed in this paper to more accurately calculate the friction 
factors. Based on these friction factors, longitudinal pressure gra
dients in liquid and vapor flows in a miniature heat pipe were 
calculated and the capillary limit was estimated and compared with 
existing experimental results of Hopkins et al. (1997). That com
parison demonstrated that the coupled liquid-vapor solution is 
needed to predict performance characteristics of miniature axially 
grooved heat pipes with reasonable accuracy. 

Introduction 

Miniature passages with axial micro grooves can be used as heat 
pipes or two-phase heat sinks for electronic cooling (Yang and Webb, 
1996; Hopkins, 1996; Hopkins et al, 1997; Cao et al., 1996). 

Theoretical prediction of performance characteristics of these 
two-phase devices is based on modeling of the working liquid flow 
in open capillary grooves affected by the vapor flow (Khrustalev 
and Faghri, 1995, 1996). However, fluid flow in axially grooved 
passages have often been modeled using numerous simplifying 
assumptions which can result in inaccurate predictions, if directly 
applied to miniature passages with high-velocity flows. For exam
ple, shear stress in liquid was assumed to be uniform along the 
liquid-vapor interface for a given cross section of the liquid flow 
by Longtin et al. (1992) and Khrustalev and Faghri (1994) in their 
modeling of micro heat pipes and also by Lin and Faghri (1997) 
and Ma et al. (1994). Schneider and DeVos (1980) and Hopkins et 
al. (1997) calculated friction factors for the liquid flow in axial 
grooves of heat pipes using analytical solutions obtained for the 
case of flat liquid-vapor interface affected by vapor flow. Also, 
liquid-vapor interaction can even be neglected in some situations, 
for example for low vapor velocities (Kamotani, 1976). However, 
simplifying assumptions mentioned above are not accurate enough 
for situations with high vapor velocities in constricted passages, 
especially when cross-sectional areas of vapor and liquid flows are 
comparable. Therefore a two-dimensional model of coupled liquid 
and vapor flow in miniature passages with axial grooves has been 

Mathematical Formulation 

A fully developed flow in both vapor and liquid is typical for 
miniature passages with very large length to width ratios (Fisher 
and Martin, 1997). A cross section of a typical miniature passage 
with axial rectangular grooves is shown in Fig. 1(a). The liquid 
flows in the capillary microgrooves and the vapor flows in the 
central part of the passage free of liquid. The cartesian coordinate 
system used and the computational domain is shown in Fig. 1(b) 
where the vapor and liquid flow along the z-coordinate (cocurrent 
or countercurrent). A steady-state mathematical model is devel
oped which includes coupled vapor and liquid flows with shear 
stresses at the liquid free surface due to the vapor-liquid frictional 
interaction. The model is based on the following simplifying 
assumptions: 

1 Laminar fluid flow with fully developed velocity profiles. 
2 Curvature of the liquid vapor interface is constant. 
3 Symmetry conditions are applicable at the three exterior 

boundaries of the vapor domain (see Fig. 1(b)). This means that the 
number of grooves is large and the vapor channel height to width 
ratio is very small for a miniature passage with grooves. 

For an incompressible fluid with constant vapor and liquid 
viscosities the momentum equation in Stokes approximation for 
both the vapor and liquid is 
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dp 3 w d w 

dxz by (1) 

Dimensionless velocity and coordinates are introduced as fol
lows: 

W/U, 

(W + Lx){ts + tv)dpldz 

x* = x/[(W + L1)(fs + O ] 0 , 5 

y*=y/[(W+L1)(ts + tv)r
i. 

Therefore Eq. (1) takes the form 

' d2w* d2w*^ 
+ bx*2 By*2 

The boundary conditions defined as 

dw 

- 1 = 0 . 

dy* 

dw 

dx 

0 at v* = 0 and y* 
W+ L, 

t„ + t„ 

» = » at x* = [(tt + tMW+L1)]" 

(2) 

(3) 

(4) 

(5) w* = 0 at x* = 0 and fin solid surfaces: 

(a) x* = fg/[(fg + 0 ( W + L , ) ] a 5 

for y * s L , / [ ( W + L1)(fg + 0 ] ° 5 

(b) y* = L1 / [(W+L1)( ; s + /„)]0'5 

for x*<tj[(tg + t„)(W + Lt)]
05. 

Equations (3) and (4) are symmetry conditions at three boundaries 
of the computational domain shown in Fig. 1(b): y = 0, y = W + 
L,, and* = tg + t„. Equation (5) is no-slip condition on the solid 
surface. At the liquid-vapor interface, shear stresses and velocities 
in liquid and vapor should be equal. However, for miniature 
two-phase devices, mass flow rates of liquid and vapor are of the 
same order of magnitude as are the liquid and vapor cross-
sectional areas (see Fig. 1). On the other hand, vapor density is 
usually less than 0.1 percent of liquid density. Therefore, average 
liquid velocity is negligibly small compared to the average vapor 
velocity. In this situation, when solving the vapor flow problem, 
vapor velocity at the liquid-vapor interface can be assumed zero. 

T, = ± T „ or 
dw, 

dn 

/x, dw„ 

/x„ dn 

at every point of the liquid-vapor interface 

w* = 0 at the liquid-vapor interface. 

(6) 

(7) 

Note that Eq. (6) is used only for the liquid flow problem and Eq. 
(7) is only employed in the vapor flow problem. This approach is 
consistent with model of Longtin et al. (1992) where it is men
tioned that the liquid film velocity at the liquid-vapor interface can 
be considered zero from the vapor flow perspective. Boundary 
condition Eq. (7) is sufficiently accurate and allows algebraic 
correlations for the friction factor-Reynolds number product to be 
obtained separately for liquid and vapor as will be shown in the 
following sections. The vapor and liquid flows are still precisely 
coupled via shear stress at the interface and approximately via 
interfacial velocities in this approach. The friction factor-Reynolds 
number products for both the vapor and liquid can be found from 
the numerically obtained velocity distributions using the definition 
of the friction factor. 

where T*=0 is dimensionless average shear stress on the bound
aries with zero velocity and D* is the dimensionless hydraulic 
diameter. 

Numerical Procedure 

The mathematical problem, Eqs. (2)-(7), for both liquid and 
vapor was solved using a finite-element method (Reddy, 1994) 
with triangular three-node elements and meshes generated for 
various values of parameters 0, W/L, and t,J(W + L,) of the 
computational domain in Fig. 1(b). Accuracy of the numerical 
solution was checked by comparison of the results obtained for 
various numbers of elements and also comparison with analytical 
solutions available for limiting cases. The numerical solution was 
found to be essentially independent of the number of elements 
used. For example, the value of (/Re) obtained with 256 elements 
was within three percent of the corresponding value obtained with 
800 elements. The results presented below were obtained with the 
800 element mesh. For the limiting case of flat liquid-vapor inter
face, ( /Re), was compared to corresponding values obtained from 
the analytical solution presented by Schneider and DeVos (1980). 
The agreement was very good with a maximum error of two 
percent for both shallow and deep grooves as well as for both 
negative and positive dimensionless shear stress at the interface, 
?*, defined by the following formula: 

T* = TttlJw* (9) 

where T*„ is the average dimensionless shear stress at the interface 
and t*mm is nondimensionalized similarly to x*. Also the numerical 
solution for the vapor flow agreed favorably with an analytical 
solution for the case of 6 = 90 deg and /,„,,„ = tg (Shah and Bhatti, 
1987) with the maximum error of 0.2 percent. 

The values of (/Re)„ and ( /Re) , were obtained for every set 
of parameters tvl(W + L,), tmJW and 6 following a two-step 
procedure. 

1 Solve Eq. (2) in the vapor region with boundary conditions 
(3)-(5) and (7) and find the dimensionless distribution of the shear 
stress at the liquid-vapor interface, ( /Re)„ and the ratio 4>, = 
rVrl-o. 

2 Using the dimensionless distribution of the shear stress at 
the liquid-vapor interface obtained from the previous step, solve 
Eq. (2) in the liquid region with boundary conditions (3) and (5) 
for various values of ?* in liquid at the interface. 

Coupling of the liquid and vapor flow can than be done by 
choosing the solutions from steps 1 and 2 where boundary condi
tion Eq. (6) is satisfied. This can be easily achieved for a known 
ratio (/X„W„)/(JU,,W,) since 

T * = - ( / R e ) „ 
M,|w,| 2DhtV 

*> (10) 

Note that Eq. (10) is a dimensionless equivalent of Eq. (6) rewrit
ten with respect to Eqs. (8) and (9). 

Modeling of a two-phase miniature device could be essentially 
simplified if the numerical results for the coupled liquid and vapor 
flow for a fixed geometry of the miniature passage are approxi
mated by some algebraic functions for the friction factor-Reynolds 
number products and <£,. For example, for the particular geometry 
considered in this paper and described in the following section 
these functions are presented as follows: 

( /Re) , = C,[l + C2(r* - C3)] + C4(0 - 9 0 ) ( T * - C5) (11) 

(fRe) = 2Tl~oDVw* (8) 

C/Re)„ = c6 + c7e + c8e2 + c9i 

$ , = C 1 O + C n 0 + C1202 

where 8 is in degrees. 

(12) 

(13) 
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(y-LO/W fl (y-L,yW o 

Fig. 2 Velocity contours in liquid: (a) cocurrent flow, T* = -4.7; {b) 
countercurrent flow, T* = 11.0 

Results and Discussion 
Previous analyses of grooved miniature heat pipes and heat 

sinks have shown that the grooves for the liquid flow should have 
a depth to width ratio of about 2 (Khrustalev and Faghri, 1995). 
Therefore, the results presented below are for the following geo
metrical parameters of the computational domain: W/Lj = 2, 
te/W = 4.2 and tJ(W + L,) = 4.1 and tg = fmen. These 
parameters are typical and represent a miniature heat pipe exper
imentally investigated by Hopkins et al. (1997). 

Examples of velocity contours in liquid are shown in Fig. 2 for 6 = 
0. For countercurrent vapor and liquid flow, reverse flow appears near 
the liquid-vapor interface, as seen in Fig. 2(b), due to the vapor-liquid 
factional interaction. This interaction depends on the friction factor-
Reynolds number product for the vapor flow that varies with the vapor 
channel size for small values of 6 as shown in Fig. 3. However, ( / 
Re)„ does not depend on ?„ for 8 approaching 90 deg. 

Distribution of the viscous shear stress at the liquid-vapor in
terface is not uniform as illustrated by Fig. 4. This nonuniformity 
increases with the interface curvature. The shear stress decreases 
towards the interface center. Friction factor-Reynolds number 
product for the liquid flow is given in Fig. 5 as a function of the 
dimensionless interfacial shear stress for several values of 0. Shear 
stress, T*, is defined by Eq. (9) and depends on the average liquid 

S 1 
(0 
o 

> 
—. 
> 

H" 1 

0 

tv/(W + L!) = 4.1 

6 = 60°, tv /(W + Li) = 0.44 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 

s'smax 

Fig. 4 Distribution of the dimensionless shear stress along the liquid-
vapor interface 

velocity. The resulting pressure gradient in liquid also depends on 
the hydraulic diameter. Overall, effect of the vapor flow on liquid 
reduces with curvature of the interface compared to the case when 
this interface is assumed to be flat in the calculations. 

To illustrate the last statement, prediction of the capillary limit 
of a flat miniature copper-water heat pipe tested by Hopkins et al. 
(1997) was done. The values of constants C, in the formulas Eqs. 
(11), (12), and (13) for ( /Re) and 4>, for W/L{ = 2, tJW = 4.2 
and tJ(W + L,) = 4.1 are: C, = 20.8, C2 = 0.01694, C3 = 
C5 = 7, C4 = 0.007526, C6 = 12.16, C1 = 0.3496, C8 = 
-0.004267, C9 = 2.049 X 10~5, Cl0 = 0.7155, C„ = 
4.85 X 10" \ Cl2 = -1 .944. X 10~5. With these C, values, 
Eqs. (11), (12), and (13) describe the numerical results for func
tions (/Re), , (/Re)„ and $ i with an error less than ±2 percent. 
The maximum heat transport of flat miniature axially grooved heat 
pipe, Qmax. was calculated using the fluid circulation model devel
oped by Khrustalev and Faghri (1995). That model accounts for 
the capillary pressure, inertia effects in vapor, and meniscus cur
vature distribution along heat pipe axis. Since the model is fully 
presented in detail in Khrustalev and Faghri (1995), it is not 
repeated in the present paper. The only difference between the 
present heat pipe capillary limitation analysis and that in the cited 
paper is the values of the friction factor-Reynolds number product 
used in the calculations. Using values of the friction factors, 
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Fig. 5 Friction factor-Reynolds number product for liquid flow in a 
groove with curved liquid-vapor interface for tms„/W = 4.2 
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yielded by the present analysis, significantly improved agreement 
between theoretical prediction and experimental data obtained by 
Hopkins et al. (1997) as shown in Fig. 6. Previous analyses under 
predicted the experimental data by about 35 percent. Prediction 
obtained using results of the present coupled liquid and vapor flow 
analyses favorably agrees with the experimental data. Importance 
of accounting for the liquid-vapor interaction is seen from the 
upper curve in Fig. 6 obtained for zero shear stress at the interface 
that over predicts experimental data by 100 percent. This under
lines that coupled solutions for liquid and vapor flow should be 
used in modeling of miniature grooved two-phase devices. 

Conclusions 
The numerical results describing the fluid flow in two-phase 

miniature passages with microgrooves are summarized as follows: 

1 Shear stresses at the liquid-vapor curved interface are sig
nificantly nonuniform, decreasing towards the center of the liquid-
vapor meniscus. This nonuniformity increases with curvature of 
the liquid-vapor interface. 

2 The effect of the vapor flow on the liquid flow in the grooves 
decreases with curvature of the liquid-vapor interface. 

3 Frictional vapor-liquid interaction significantly affects per
formance of two-phase miniature devices with axial grooves. 
Shapes of the liquid and vapor cross-sectional areas should be 
precisely accounted for when calculating the friction factor-
Reynolds number products. Idealizing the liquid-vapor interface as 
flat can result in a significant error in prediction of fluid pressure 
drops in miniature two-phase devices. 
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yielded by the present analysis, significantly improved agreement 
between theoretical prediction and experimental data obtained by 
Hopkins et al. (1997) as shown in Fig. 6. Previous analyses under 
predicted the experimental data by about 35 percent. Prediction 
obtained using results of the present coupled liquid and vapor flow 
analyses favorably agrees with the experimental data. Importance 
of accounting for the liquid-vapor interaction is seen from the 
upper curve in Fig. 6 obtained for zero shear stress at the interface 
that over predicts experimental data by 100 percent. This under
lines that coupled solutions for liquid and vapor flow should be 
used in modeling of miniature grooved two-phase devices. 

Conclusions 
The numerical results describing the fluid flow in two-phase 

miniature passages with microgrooves are summarized as follows: 

1 Shear stresses at the liquid-vapor curved interface are sig
nificantly nonuniform, decreasing towards the center of the liquid-
vapor meniscus. This nonuniformity increases with curvature of 
the liquid-vapor interface. 

2 The effect of the vapor flow on the liquid flow in the grooves 
decreases with curvature of the liquid-vapor interface. 

3 Frictional vapor-liquid interaction significantly affects per
formance of two-phase miniature devices with axial grooves. 
Shapes of the liquid and vapor cross-sectional areas should be 
precisely accounted for when calculating the friction factor-
Reynolds number products. Idealizing the liquid-vapor interface as 
flat can result in a significant error in prediction of fluid pressure 
drops in miniature two-phase devices. 
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A = conduction layer thickness outside a sphere, normalized 
by the radius of sphere 

Afs = interfacial area between fluid and solid 
B = conduction layer thickness inside a sphere, normalized by 

the radius of sphere 
Cp = heat capacity 

G = thermal tortuosity parameter 
h[s = interfacial heat transfer coefficient 

/ = unit matrix 
k = thermal conductivity 

ke = effective stagnant thermal conductivity 
M = interfacial transfer parameter 
n = number of particles per unit volume 
n = unit vector normal to the interface between fluid and 

solid 
Nu = Nusselt number for interfacial heat transfer 
Pr = Prandtl number 
q = heat flux across the interface of a dispersed particle 

Qf, — interfacial heat transfer per unit volume 
r = radius 

Re = Reynolds number 
s = area vector normal to the interface 
t = time 

T = temperature 
V = volume 

Greek 

a = thermal diffusivity 
j3 = thermal diffusivity ratio of solid to fluid 
4> = porosity 

ya = length ratio of particle to unit cell 
yc = particle touching parameter 

A/s = interfacial thermal tortuosity 
p = density 
a = thermal conductivity ratio of solid to fluid 
T = thermal diffusion time scale 

Subscript 

/ = fluid 
p — particle 
s = solid 

1 Introduction 
Heat conduction in porous media consisting of fluid and solid 

phases has been encountered frequently in many engineering ap
plications, such as manufacturing of composites, oil production, 
geothermal engineering, nuclear waste disposal, to name a few. 
For steady heat conduction, local thermal equilibrium between 
solids and fluids is usually assumed so that the macroscopic heat 
transfer processes of the two phases can be lumped into a single 
heat conduction equation for the mixture. The problem then be
comes the construction of an appropriate composite model for the 
effective stagnant thermal conductivity in the lumped heat con
duction equation. This type of approach can be traced back to the 
works of Maxwell (1873) and Rayleigh (1892). Continuing efforts 
in the past 40 years include those of Deissler and Boegli (1958), 
Kuni and Smith (1960), Zehner and Schlunder (1970), Nozad et al. 
(1985), Sahraoui and Kaviany (1993), and others. Most recently, 
Hsu et al. (1994, 1995, 1996) gave a more systematic account on 
the modeling of the effective stagnant thermal conductivity. Ka
viany (1991) and Cheng and Hsu (1998) provided detailed reviews 
of the existing models for the effective stagnant thermal conduc
tivity. 

It has been generally realized for transient heat conduction that 
the local heat conduction process between the two phases is not in 
thermal equilibrium, especially when the difference in thermal 
conductivity of fluid and solid is large. This requires the separation 
of the macroscopic heat conduction equations for fluid and solid, 

Fig. 1 The schematic of the porous media and the representative ele
mentary volume (REV) 

respectively. One then encounters the so-called closure problem 
where the number of unknowns is more than the number of 
equations. As a result, closure modeling, a scheme to construct 
closure relations for the unknowns, is required. Furthermore, the 
final equations are usually coupled with each other, and their 
solutions can not obtained easily without employing complicated 
numerical procedure. For these reasons, there exist little works on 
the transient heat conduction in porous media. Amiri and Vafai 
(1994) performed a study of transient convective heat transfer in 
porous media based on a two-equation model. Quintard and Whi-
taker (1993) recently gave a comprehensive review of the closure 
modeling for the transient heat conduction based on a volumetric 
averaging scheme. They evaluated the closure coefficients by 
numerically solving the microscopic temperature fluctuation equa
tions for periodic array of particles. More recently, Quintard and 
Whitaker (1995) investigated the constraints in using a local ther
mal equilibrium assumption for transient heat conduction. In this 
study, we shall follow Quintard and Whitaker (1993) by employ
ing the volumetric averaging procedure to illustrate the closure 
problem and then construct the closure relations. However, unlike 
Quintard and Whitaker (1993), the evaluation of the closure coef
ficient for tortuosity effect is done analytically based on the 
lumped model of Hsu et al. (1995), and that for the interfacial heat 
transfer based on a quasi-steady assumption of microscopic heat 
conduction. The dependencies of these coefficients on the porosity 
and the thermal properties of fluids and solids are illuminated. The 
applicability and the limitation of the present model for transient 
heat conduction in porous media are discussed. 

2 Macroscopic Transient Heat Conduction Equations 
Let's assume that the porous material consists of packed solid 

particles surrounded by fluids as depicted in Fig. 1. For simplicity, 
we should consider the spherical particles of uniform size. The 
diameter, dp, of the spheres characterizes the microscopic scale of 
the media. We also assume that dp is much larger than the typical 
size of molecules such that fluid and solid microscopically are 
regarded as continuum. Hence, the microscopic transient heat 
conduction equations for the fluid and solid are given by 

PfCpfjf=V-(kfVTf) (1) 

and 

P.CP, -jf = V • (ksVTs) (2) 

where the subscripts,/and s, refer to fluid and solid, respectively. 
The proper boundary conditions on the fluid-solid interface Afs are 

7} = Ts on Afs (3) 

and 
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n/s • kfV Tf = nfs • ksV T„ on Afs (4) 

where % is the unit vector out normal from fluid to solid. 
It is impractical to solve the equation system (l)-(4) with 

details, especially when the number of solid particles is large. 
Alternatively, we are more interested in the global characteristics 
of heat conduction in the porous materials. To this end, we intro
duce a representative elementary volume (REV) of size V as 
depicted in Fig. 1. The length scale / of the REV is presumed to be 
much larger than dp, but much smaller than the global scale of the 
domain under consideration. Hence, a quantity averaged over REV 
is regarded as continuum in the global domain. 

If Eqs. (1) and (2) are averaged over REV for the respective 
fluid and solid phases, the volumetric phase-averaged equations 
after invoking the divergence theorem become 

pfCpf —^- = V • [kfVi^Tf)] + V • (kfKfi) + Qfs (5) 

PsCp, 
a[(i - <f>)t,] 

dt 

V • [*,?((! - 4,)ts)] - V • (ksAfs) ~ Qfi (6) 

where <£ denotes the porosity and V the macroscopic gradient 
operator. In Eqs. (5) and (6), 

V • (ksVT's) = 0. (12) 

The interfacial boundary conditions (3) and (4) now become 

T'f=T',+ (t,-tf) on A„ (13) 

and 

n / l - V r ; = n / l - < r V r ; + n / , - (o^7 ' I -V7>) on A„ (14) 

where a = kjks is the ratio of conductivity of solid to fluid. 
Since Eqs. (11) and (12) are linear, the interfacial boundary 

conditions (13) and (14) suggest that the solutions to T'f and T's will 
take the forms of 

and 

T'f = fo(t, - tf) + fi • d„(Vtf - aVts) (15) 

T, = g'o(t, - 7» + g[ • dp(Vtf - o-VJ",). (16) 

The substitution of Eqs. (15) and (16) into Eqs. (11)—(14) leads to 
equation systems and boundary conditions for/'0, fi, g'0, and g',. 
The details of their solutions depend on the structural geometry of 
the solid particles and require elaborated works. However, for the 
present aim of constructing the closure relations, the solution 
forms appearing in Eqs. (15) and (16) will suffice. The substitution 
of (15) or (16) into (9) and (10) and then into (7) and (8) results in 

1 
Tf^ = v Z4s 

"Af, * "Afi 

represents the thermal tortuosity effect and 

G/. = -
l 

kfVTfds = y ksVTsds 

(V) 

(8) 

\f, = G0(rs - tf) + G, • (V7> - <rVJ,) 

where 

and 

(17) 

G o = y | J f'ods and G, = ^ | I f[ds (18a, b) 

represents the interfacial heat transfer. The last equalities in Eqs. 
(7) and (8) are evident from the interfacial boundary conditions (3) 
and (4). The negative sign in the last two terms of Eq. (6) reflects 
the fact that the source terms in Eq. (5) have to become the sink 
terms in Eq. (6), or vise versa. These last two integral terms 
represent the additional unknowns to the equation system (5) and 
(6). Closure modeling for these integral terms then becomes inev
itable. 

3 Closure Modeling 

To close the equation system (5) and (6), we need to construct 
the constitutive equations which relate the integral terms to the 
macroscopically phase-averaged temperatures, Tf and Ts. To this 
end, we first decompose Tf and Ts into 

Q„ = M0(t, - tf) + M, • (V7> - aVt,) (19) 

and 

Tf=Tf+T} 

Ts=ts+ T, 

(9) 

(10) 

where T'f and T's represent the microscopic temperature variations 
from the phase-averaged values. With the REV length scale being 
I, the time scale of the macroscopic conduction in fluid phase is 
l2/af which is much larger than the time scale of the microscopic 
conduction given by d2

pla{ since I > dp; similar argument applies 
to solid phase. With respect to the macroscopic process of long 
time scale, it is plausible to assume that the local microscopic heat 
conduction process is quasi-steady. Under this quasi-steady as
sumption, the substitution of (9) and (10) into (1) and (2) leads to 

where 

M°=V 
kfVf'o- ds and M, = • kfVt\ • ds. 

(20a, b) 

The above derivations are basically in-line with those of Quintard 
and Whitaker (1993); however, here we provide a more concise 
treatment in obtaining the relations (17) and (19) which in form are 
slightly different from those of Quintard and Whitaker (1993). It is 
important to note that the closure coefficients, G0, G,, M0, and 
M,, depend only on the detailed local geometry of particles, but 
not on the macroscopic quantities. For randomly distributed spher
ical particles, the volumetric averaged tensor G, has to be axially 
symmetric to exhibit an isotropic property, i.e., G, = Gl where / 
is the unit matrix and G is a scalar quantity. According to New
ton's law, the locally interfacial heat transfer is proportional to the 
total fluid-solid interfacial area Afs in REV. Therefore, we have 
M0 = hfsafs where a{s (= AfJV) is the specific interfacial area and 
hfs is the interfacial heat transfer coefficient. From the physical 
point of view, a nonzero value in G0 or M, will lead to a 
convective behavior associated with the macroscopic temperature 
gradient, where the vectors G0 and M, resemble the convection 
velocities. Quintard and Whitaker (1993) had argued that this 
convective behavior does not have a physical ground since all 
these transfer processes are essentially from conduction. They also 
demonstrated mathematically that G0 = M, = 0. Equations (17) 
and (19) then reduce to 

V • (kfVT'f) = 0 (11) A/s = G(V7>-o-Vr s) (21) 

and and 
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kjk,= 1 - y\ - 27,7. + 27c7« + o"7c7„ 

Fig. 2 The unit-cell geometry of the periodic array of in-line touching 
cubes 

Qfs = hfsafs(Ts - Tf). (22) 

Equations (5) and (6) with the tortuosity and interfacial transfer 
terms given by Eqs. (21) and (22), respectively, are the governing 
equations for the transient heat conduction in porous media. The 
evaluation of the closure coefficients G and hfs then becomes a 
critical task. We want to reemphasize that the values of G and hfs 

depend only on the microscopic interfacial geometry and the 
thermal properties of solid and fluid. 

4 Lumped Mixture Model Under Local Thermal Equi
librium Condition 

Before evaluating the coefficients G and hf„ we now examine 
the heat conduction in porous media under the local thermal 
equilibrium condition. This condition implies that 

T=T,= Tf. (23) 

The constraints for invoking the local thermal equilibrium assump
tion were discussed in detail by Quintard and Whitkaer (1995). 
Equations (5) and (6), after invoking Eqs. (21), (22), and (23), are 
added together to lump into the following transient heat conduc
tion equation for the solid-fluid mixture: 

(pCp)m
d^=V-[keVT] (24) 

where 

(25) 

(26) 

(pcp)m = <j>pfCpf+ (i - 4>)PsCps 

is the heat capacitance and 

ke = 4>k{+ (1 - <j>)ks + kf{\ - a)2G 

the effective stagnant thermal conductivity of the mixture. Again, 
the value of ke depends only on the microscopic interfacial geom
etry and the solid-fluid properties. Equation (24) resembles to the 
transient heat conduction of a pure substance whose solutions 
subjected to different initial and boundary conditions have been 
obtained extensively in open literature. Therefore, the main task 
becomes the determination of the effective stagnant thermal con
ductivity. 

There exist several models for the effective stagnant thermal 
conductivity as mentioned in Section 1. For details of them, the 
readers are referred to the review article of Kaviany (1991) and 
Cheng and Hsu (1998). Here, we adopt the lumped composite 
layer model of Hsu et al. (1995) for in-line periodic array of 
three-dimensional cubes with the unit cell shown in Fig. 2. Using 
a composite layer scheme, they obtained the following expression 
for kjkf. 

^7,(1 yl) 

with 

2a-ycya(l - 7„) 

<r + 7<i(l _ °0 °" + 7c7«(l - °") 

1-</> = (! -3yl)yl + 3yhl 

(27) 

(28) 

where yc (= c/a) is the touching parameter and ya ( = a/le) is 
length scale ratio of the cube particle to the unit cell. For given yc 

and c/>, the value of ya is obtained from Eq. (28) and the results of 
kjks as a function of <x are then computed from Eq. (27). Figure 
3 shows the results of kjkf when <j> = 0.36 and yc = 0.13. The 
model predictions are in excellent agreement with the experimen
tal data of Nozad et al. (1985). For nontouching cubes, yc = 0 and 
Eqs. (27) and (28) reduce to 

(i-4>)2/3] + 
ail - 4>)2 

a+ (1 - <7)(1 - 4>)' 
(29) 

The predictions of kjk{ based on Eq. (29) for <J> = 0.36 are shown 
in Fig. 3. For comparison, the predictions based on Hsu et al.'s 
(1995) model for in-line two-dimensional array of cylinders are 
also included in Fig. 3. 

5 Evaluation of Closure Coefficients 
We now return to the transient heat conduction problem of local 

thermal nonequilibrium. To render Eqs. (21) and (22) applicable, 
analytical expressions for evaluating G and hfs are required. They 
are described below. 

Tortuosity Parameter G. Since the value of G depends only 
on the local interfacial geometry and on the solid and fluid thermal 
properties, it is plausible to assume that the expression for G 
obtained under the local thermal equilibrium condition can be 
extended to the thermal nonequilibrium regime. This bears the 
resemblance to the closure modeling of turbulent flows where a 
simple flow is usually used to evaluate the closure coefficient in a 
closure relation. Therefore, G is now obtained by solving Eq. (26): 

G = - 4 > - c r ( l -</>) /(I - vV (30) 

where kjkf is then determined by Eqs. (27) and (28). 
To demonstrate the characteristics of G, the values of G were 

calculated from Eq. (30) over a wide range of (j>, yc, and a. Figure 4 
shows the results of G for different yc with <j> fixed at 0.36. The 
distinct feature is that G is always negative. This has to be the 
situation since 4> + o(\ - (f>), which represents the result of a lumped 
parallel two-layer model, is the upper limit of kjkf. This implies that 
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the tortuosity effect is to reduce the effective thermal conduction by 
increasing the thermal path, i.e., the parallel layer model has the 
shortest thermal path. As shown in Fig. 4, the lower the thermal 
conductivity of solid than that of fluid, the more the thermal path 
undulates. The thermal path undulation is also enhanced by lateral 
particle touching. The lateral touching leads to a layer-in-series con
figuration to deter the thermal path. When a < 1, a higher touching 
parameter means more lateral touching to produce more deterring of 
thermal path. The situation is reversed when a > 1. The heat con
duction is now dominated by the touching along the thermal path in 
reducing the tortuosity effect. At very high cr, the thermal lines are 
basically straight (i.e., G —» 0) since the solid particles have little 
thermal resistance as compared to fluids. These thermal lines are 
insensitive to the percentage of touching area. The case of a —» 1 
represents another interesting case where the solid and fluid have 
almost the same conductivity. Since G —> - (1 - ya)[yl{\ — yl -
2yt

3) + 2y]yl] when a —» 1, the nonzero in G does not implies the 
tortuosity effect is nonzero under this limit as the change in the 
effective thermal conductivity due to tortuosity is given by kf(l -
a)2G. For normally packed spheres, the touching parameter yc is 
small and G can be approximated by - [(1 -</>)- (1 - </>)40], which 
equals to -0.088 if <j> = 0.36 as shown in Fig. 4. 

Figure 5 shows the results of G when the touching parameter is 
fixed at yc = 0.1 while varying the porosity. Although the value 
of G is always negative, the variation of G with the porosity is not 
monotonic for different ranges of cr. In the range of cr < 0.1, 
minimal G occurs at <f> near 0.7 and when cr > 10, near </> = 0.4. 
Note that G becomes zero for both cases of <f> = 0 and 1, i.e., when 
the porous medium reduces to pure substance. 

Interfacial Transfer Coefficient hfi. To determine the inter-
facial transfer coefficient hf„ we should base our analysis on 
dispersed particles undergoing quasi-steady heat conduction. Sup
pose a spherical particle at temperature T, is suddenly introduced 
into a fluid of temperature Tf and, after a short time interval, the 
microscopic thermal diffusion at the interface has reached a quasi-
steady state. This quasi-steady assumption for microscopic inter
facial heat transfer is consistent with the quasi-steady closure-
modeling scheme given in Section 3. By the same token, the 
validity of the quasi-steady model requires that the time scale of 
microscopic heat conduction is much smaller than that of macro
scopic heat conduction. The stagnant interfacial heat transfer pro
cess then can be simplified to a model consisting of two heat 
conduction layers on the two sides of the interface as depicted in 
Fig. 6. By solving the steady-state heat conduction equation in a 

spherical coordinate system satisfying the boundary conditions 
77 = tf at r = r„ and Ts = Ts at r = rh we obtain 

1 kAir 

and 

Ts = kAv 

1 1 
+ T, 

+ T, 

(31) 

(32) 

where q is the heat flux through the interface. Positive q implies 
that the flux is from solid into fluid. By invoking the interface 
boundary condition, i.e., Tf = Ts at r = rp, into (31) and (32), we 
have 

4Trrpkf 

A B 
(fs (33) 

• + 
1 + A cr(l - B) 

where A = (r„ - rp)/r,, and B = (rp — r^)lrp are the nondi-
mensional thickness of the conduction layers. If there are n parti
cles in REV, we have 

Qfs = nqlV and afi = n^rj/V = 6(1 - </>)/«?,,. (34a, b) 

Substituting (33) into (34a), invoking (346), and then comparing 
the resultant equation to (22), we obtain 

\ Tf 

Fig. 6 The schematic of quasi-steady heat conduction of dispersed 
particles 
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Fig. 7 The dependence of the Nusselt number of interfacial heat trans
fer on the local response time scale A and on the thermal properties of 
two phases, a and ji. The results of Quintard and Whitaker (1995) for </> = 
0.36 are shown to be a special case of A = 0.2 and /3 = 5.4. 

Nu = hfA 2a 

B aAa + aB 
(35) 

1 + A CT(1 - B) 

where Nu is the Nusselt number for the interfacial heat transfer 
coefficient, aA = A/(l + A) and aB = B/(l - B). From the 
conservation of thermal energy, A and B are related by 

j8A2 
3 + A 

1 + A 
B2 B 

1 - B 
(36) 

where j3 = ajaf is the thermal diffusivity ratio of solid to fluid. 
The values of Nu are evaluated from Eqs. (35) and (36) for 

different values of A, cr, and 0. The results are plotted in Fig. 7 as 
a function of cr for A = 0.1, 0.2, and 0.4, with |3 varying. Figure 
7 indicates that Nu approaches zero when cr approaches zero. We 
also find that Nu approaches a constant when cr approaches infi
nite. When cr approaches zero, the solid particles behave as being 
nonconductive and little heat can transfer across the interface. On 
the other hand, when <x approaches infinite the particles become 
highly transmittable to thermal conduction and the heat flux across 
the interface depends solely on the thermal conductivity of fluids. 
In fact, the interfacial transfer coefficient hfs becomes linearly 
proportional to the thermal conductivity of fluids and the propor
tional constant depends solely on A. The dependence of the inter
facial transfer coefficient on the thermal diffusivity ratio j8 in the 
middle range of cr is interesting. From the quasi-steady model as 
depicted in Fig. 6, the effective thermal conductivity of the con
duction layers near the solid-fluid interface resembles that of two 
layers in-series. This is implied from Eq. (35) where ajkf and 
aB/ks are the effective thermal resistances for fluid and solid 
conduction layers, respectively. With the normalization of hfs with 
respect to kf, /3 is a measure of the relative thickness of the thermal 
layer inside the sphere. Higher )3 implies thicker thermal layer 
inside the sphere, and therefore lower value of Nu as implied by 
the layer-in-series model. 

Quintard and Whitaker (1995) obtained an analytical expression 
for hfi based on the unit cell of Chang (1983). Their expression for 
Nu can be rewritten into the same form as Eq. (35), but the 
coefficients aA and aB depend solely on the porosity. For com
parison, the values of Nu are computed from their expression with 
4> = 0.36 and are also plotted in Fig. 7. We found that the results 
predicted from our present model become identical to those from 
Quintard and Whitaker's (1995) model if A = 0.2 and j3 = 5.4. 
However, it should be noted that the present model given by (35) 
and (36) is more general than Quintard and Whitaker's since their 

model depends only on cb and cr, but not on /3. This j3 dependence 
is important as a consequence of enforcing the conservation of 
energy within the two phases. 

Two limit cases for Nu are of interests and are discussed in the 
following. One is the case when the thermal diffusivities of solid 
and fluid are small that the thermal boundary layers are thin, i.e., 
A and B are small. Under the limit of small A and B, Eq. (36) 
reduces to B = V|3A which reconfirms the statement that the 
diffusion layer thickness is proportional to the root square of 
thermal diffusivity, and Eq. (35) becomes 

Nu = 
A(l + J fit a) 

(37) 

The other limit case occurs when j3 is very small, i.e., when the 
solid is thermally much less diffusive than fluid. Then B ap
proaches zero and Nu —» 2(1 + 1/A). This case behaves quite 
similarly to the case of a —» o°; it also resembles to the mass 
diffusion process in fluid phase, which depends solely on the mass 
diffusivity of fluid. 

6 Concluding Remarks 
In this study, a two-equation model is proposed for the transient 

heat conduction in porous media under the nonthermal equilibrium 
condition. Macroscopic equations for fluid and solid phases were 
obtained from the microscopic transient heat conduction equations 
through a phase averaging procedure. The averaging procedure leads 
to the closure problem where the number of unknowns become more 
than the number of equations. Closure relations for the two additional 
unknowns, namely, the tortuosity and interfacial heat transfer terms, 
are derived from the microscopic equations. The tortuosity constant G 
which appears in the closure relation is evaluated based on the lumped 
parameter model for the effective thermal conductivity proposed early 
by Hsu et al. (1995), while the interfacial heat transfer coefficient hfi 

is based on a microscopic quasi-steady assumption. 
The present result of G shows mat G is always negative, i.e., the 

tortuosity effect is to reduce the effective thermal conductivities of 
fluid and solid. There is a minimum value of G at certain porosity 
because G approaches zero when the porosity approaches zero or one, 
i.e., when the media become pure substances. If the porosity is fixed, 
the absolute values of G appear to be largest as cr approaches zero, 
reduce monotonically as cr increases, and become zero as cr ap
proaches infinite. This characteristics suggests that the results of G 
shown in Figs. 4 and 5 should apply only to media with packed solid 
particles as originally implied from the model of Hsu et al. (1995). For 
materials of different microscopic geometry such as sponges with 
phase symmetric property, other appropriate model for kjks such as 
the one proposed by Hsu et al. (1994) should be used. It is expected 
that the present two-equation model for transient heat conduction is 
applicable to a variety of media once the appropriate lumped param
eter model for kjkf is chosen. 

The model for the interfacial heat transfer as proposed in this 
study indicates that Nu depends on the microscopic geometric 
parameter (or local response time scale parameter) A and the 
material thermal parameters cr and j3. While the values of cr and j3 
are determinative once the materials are chosen, the value of A 
depends on how the particles are packed, i.e., on the porosity. For 
dispersed particles immersed in fluid of large extent, the assess
ment of A is more subtle. However, for densely packed media it is 
expected that the thermal conduction in the fluid phase will be 
largely confined by the neighboring solid particles. The inverse 
dependence of Nu on A as shown in Eqs. (35) and (37) suggests 
that the interfacial transfer coefficient hfs is sensitive to the time 
scale chosen for quasi-steady analysis. The equivalent radius re for 
the unit cell of Chang (1983) is given by rjr„ = (1 - cb)"1'3. If 
the microscopic interfacial heat transfer is assumed to reach a 
quasi-steady state when the diffusion length of thermal boundary 
layer in fluid becomes re, we have 1 + A = (1 - cb)~1/3. For a 
medium with a typical value of cb = 0.36, we find that A = 0.16. 
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For medium with loosely packed particles, the value of A is 
expected to be larger than 0.16. We note that the proposed model 
for the interfacial Nusselt number Nu is based on spherical parti
cles of uniform size. For media of nonuniform and/or nonspherical 
particles, the interfacial heat transfer coefficient hs, is modified. 
Therefore, the dependence of Nu on A, a and j3 may have to be 
resolved greatly by experiments, even though Nu may still behave 
similarly to that shown in Fig. 7. 

It should be emphasized that the present model applies only for 
transient heat conduction, namely, only for stagnant heat conduc
tion if the medium is filled with fluids. For fluids at motion, the 
interfacial heat transfer is enhanced strongly by heat convection. 
After compiled with earlier data Wakao, et al. (1979) suggested 
that the Nusselt number Nu* for interfacial heat transfer with 
convection could be correlated as 

Nu: = h%dp/kf= 2 + 1 . 1 Pr"3Re° (38) 

where Pr is the Prandtl number and Re the Reynolds number based 
on the particle diameter. The correlation (38) indicates that Nu* —* 
Nu = 2 (a constant) when Re —> 0 (stagnant case). On the other 
hand, our present results shown in Fig. 7 indicates that the value of 
Nu for stagnant heat conduction depends strongly on the local 
geometry and the thermal properties of the two phases. In fact, the 
results compiled later by Wakao and Kaguei (1982) showed that 
there exists large scattering in the experimental data when Re is 
small. The scattering may have been due to this dependence of Nu 
on the local geometry and thermal property. The behavior of the 
interfacial heat transfer coefficient h% for transient heat convection 
in porous media remains unclear and will be investigated in a 
subsequent paper. 
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Transient Temperature Computation 
for a System of Multiply Contacting 
Spheres in a 180-Degree Orientation 

W. W. M. Siu12 and S. H.-K. Lee1 

Nomenclature 

C = thermal constriction capacitance, W-s/K 
Fo = Fourier number, on/r2 

q = heat flux, W/m2 

Q = total heat transfer, W 
R = thermal constriction resistance, K/W 
T = temperature, K 

Greek 

a = thermal diffusivity, m2/s 
7 = ratio of contact radius to sphere radius, rjr, 
T = time, s 

Subscripts 

b = bulk temperature 
c = contact 
i = initial value 
J = sphere, or length scale with rs 

ss = steady-state value 

1 Introduction 

Systems of contacting spheres are common in engineering appli
cations such as cryogenic insulation, catalytic beds, and energy stor
age systems. For such systems, the heat transfer analysis can be quite 
complicated due to the complex geometrical contact arrangement and 
the transient behavior. Due to these complexities, most of the previous 
work in this area has adopted the porous media approach, where the 
effective thermal conductivity of a representative cell is either mea
sured or computed analytically using some lumped-parameter model 
(cf. Hsu et al, 1994). However, this approach requires the length scale 
of the representative cell to be roughly three orders of magnitude 
larger than the size of the spheres (Kaviany, 1995). Consequently, the 
temperature solution obtained from the porous media approach may 
not be suitable for applications such as powder sintering where the 
spatial resolution requirement is significant. 

Using a different approach Argento and Bouvard (1996) re-
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For medium with loosely packed particles, the value of A is 
expected to be larger than 0.16. We note that the proposed model 
for the interfacial Nusselt number Nu is based on spherical parti
cles of uniform size. For media of nonuniform and/or nonspherical 
particles, the interfacial heat transfer coefficient hs, is modified. 
Therefore, the dependence of Nu on A, a and j3 may have to be 
resolved greatly by experiments, even though Nu may still behave 
similarly to that shown in Fig. 7. 

It should be emphasized that the present model applies only for 
transient heat conduction, namely, only for stagnant heat conduc
tion if the medium is filled with fluids. For fluids at motion, the 
interfacial heat transfer is enhanced strongly by heat convection. 
After compiled with earlier data Wakao, et al. (1979) suggested 
that the Nusselt number Nu* for interfacial heat transfer with 
convection could be correlated as 

Nu: = h%dp/kf= 2 + 1 . 1 Pr"3Re° (38) 

where Pr is the Prandtl number and Re the Reynolds number based 
on the particle diameter. The correlation (38) indicates that Nu* —* 
Nu = 2 (a constant) when Re —> 0 (stagnant case). On the other 
hand, our present results shown in Fig. 7 indicates that the value of 
Nu for stagnant heat conduction depends strongly on the local 
geometry and the thermal properties of the two phases. In fact, the 
results compiled later by Wakao and Kaguei (1982) showed that 
there exists large scattering in the experimental data when Re is 
small. The scattering may have been due to this dependence of Nu 
on the local geometry and thermal property. The behavior of the 
interfacial heat transfer coefficient h% for transient heat convection 
in porous media remains unclear and will be investigated in a 
subsequent paper. 
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1 Introduction 

Systems of contacting spheres are common in engineering appli
cations such as cryogenic insulation, catalytic beds, and energy stor
age systems. For such systems, the heat transfer analysis can be quite 
complicated due to the complex geometrical contact arrangement and 
the transient behavior. Due to these complexities, most of the previous 
work in this area has adopted the porous media approach, where the 
effective thermal conductivity of a representative cell is either mea
sured or computed analytically using some lumped-parameter model 
(cf. Hsu et al, 1994). However, this approach requires the length scale 
of the representative cell to be roughly three orders of magnitude 
larger than the size of the spheres (Kaviany, 1995). Consequently, the 
temperature solution obtained from the porous media approach may 
not be suitable for applications such as powder sintering where the 
spatial resolution requirement is significant. 

Using a different approach Argento and Bouvard (1996) re-
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Fig. 1 Schematic of a multisphere system in a 180-deg. orientation 

cently completed a study in which the effective thermal conduc
tivity of spheres in random packing was numerically determined 
by back-calculating from the steady-state temperature distribution 
within the packing. This distribution was obtained by using the 
constriction resistance to locally enforce conservation of energy. 
As defined in Eq. (1), the constriction resistance represents the 
resistance to the energy transfer between two objects with a 
temperature difference of AT, and is in addition to the contact 
resistance which is also neglected in the present study. 

Q 
AT AT AT 

-kA 
dT (1) 

Equation (1) seems straightforward and, as in the study by Argento 
and Bouvard (1996), it is typically used as a constitutive relation in the 
formulation of a steady-state energy equation. Although few have 
used it in a transient formulation, it would seem to be a natural 
extension. However, this extension is in fact not trivial. For one thing, 
the value of the constriction resistance (hereafter referred to as the 
resistance or R) is not a constant, and so different values are required 
for steady-state and transient formulations (Siu and Lee, 1997). In 
addition, the meaning of the driving potential, AT, requires further 
consideration for transient formulations. This is the motivation for the 
present study. The objective is to develop a transient formulation that 
could compute the temperature development of a packed-sphere sys
tem, but retains the spatial resolution to that of a sphere. To achieve 
this, the constriction resistance concept in Eq. (1) was utilized, and 
multiply contacting spheres in a 180-deg orientation was chosen as 
the vehicle as it introduced minimum geometrical effects. The present 
results demonstrate the necessity of a correction factor, which is 
herein referred to as the constriction capacitance. 

2 Analysis 

Shown in Fig. 1 is a schematic of a multisphere system in a 180-deg 
orientation. To compute the transient temperature of this system, the 
change in the internal energy of each sphere can be related to the net 
incoming energy from the immediately neighboring spheres. In turn, 
such energy can be computed with the driving potential, AT, which is 
the difference of the contacting spheres' bulk temperatures, and the 
corresponding resistance, R, between these two spheres. Applying 
these definitions, the energy conservation, for the jth sphere in a 
system containing M spheres, is given below by Eq. (2). In this 
equation,,/' - 1 and; + 1 are the spheres in contact with the jth sphere, 
Tb is the bulk temperature of the sphere as defined in Eq. (3), and Rjk 

is the resistance between the jth and Itih spheres. In general, this 
resistance depends on the geometry and the boundary conditions, and, 
since very few of the existing relations are applicable for the present 
configuration, the relations derived earlier by Siu and Lee (1997) were 
used in this study. 

PCPV 
dT, j+i 

bj 

dT = 2 
k=j- 1 

\Xb,k Tbj) 

Rjk 
j=l,M 

T,= T(r, 0, 4>)dV 

(2) 

(3) 

Although Eq. (2) is conceptually correct, an error is incurred due 
to the usage of the bulk temperature, which causes an instanta
neous redistribution of energy. Consider, for example, a three-
sphere system where sphere-1 contacts sphere-2 which in turns 

contacts sphere-3. During the initial transient period, the interac
tion between sphere-1 and sphere-2 is limited to the immediate 
vicinity of the contacting area, as is the interaction between 
sphere-2 and sphere-3. Since these two contacting areas are phys
ically apart from each other, a certain amount of time must pass 
before they affect each other. However, in using the bulk temper
ature as the driving potential, these two interactions become di
rectly and immediately coupled with each other. Consequently, 
this leads to an error in the transient computation. Furthermore, as 
will be demonstrated later, this error is cumulative and can become 
substantial for a system containing a large number of spheres. 

2.1 Constriction Capacitance. Thus, while Eq. (2) is correct 
in concept, the usage of the bulk temperature induces an error for 
transient computations. To adjust for this transient error, a correction 
factor is sought which could retain the usage of the bulk temperature 
and the form in Eq. (2). Since the error is directly related to the change 
of the temperature with respected to time, it is reasonable to assume 
the correction factor to take the form of a first-order derivative with 
respect to time. Thus, this correction factor has the form of a capac
itance, and hence it is referred to as the constriction capacitance. This 
is not a real capacitance effect, but is used in the same spirit as the 
term constriction resistance. That is, neither the constriction resistance 
nor capacitance is real, but both are necessitated by the choice of the 
driving potential. Through numerical experiments, a proper correction 
factor was found, which when combined with the bulk temperature 
expression, yields the form given below in Eq. (4). Thus, the transient 
temperature of a multisphere system can be computed by applying Eq. 
(2), with the term inside the summation substituted by the right-hand 
side of Eq. (4). This modified equation is given below in Eq. (5). By 
applying Eq. (5) to each sphere of the system, a set of coupled, linear 
ordinary differential equations can be obtained and the solution to 
which is the bulk temperature development of each sphere in the 
system. 

(4) 

pCpV-
dT, bj 

di 2 

AT,7 
O = + C 

dTc 

dT 

(Tb,k ~ TbJ) ^_ ^ 
Kjk 

T _Tbj+ Tbh 

dTc 

dT 
, ;== l.Af (5) 

(6) 

In Eq. (5), C is the constriction capacitance and Tc is the temper
ature of the contact surface, which is simply the arithmetic mean of 
the contacting spheres' bulk temperatures as given in Eq. (6). The 
correction term is either added to or subtracted from the original 
expression in Eq. (2). There is a set of rules that determines whether 
to add or subtract the correction factor. For any spheres with two 
contacting areas, correction factors must be applied to both contact 
areas, which are referred to as site-A and site-B. At site-A, the 
correction factor is subtracted if heat is flowing in from site-B, and 
vice versa, the correction factor at site-A is added if heat is flowing out 
from site-B. This rule only applies for interior spheres with more than 
one contact areas. Spheres at the two ends having only one contact 
area will have the correction factor taking the opposite action as the 
immediately adjacent correction factor. 

Fig. 2 Schematic of the contact area radius rc, the sphere radius rs, and 
their ratio y 
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2.2 Configuration and Formulation. The solution to Eq. 
(5) hinges on the availability of the constriction capacitance, which 
is presently computed by utilizing a two-sphere system and apply
ing Eq. (4) to area "/." As shown in Fig. 2, area/ is the same size 
as the contact area, which is subtended by an angle, 2y, with y 
being less than 0.1 to minimize the error from physical deforma
tion (Dellis et al., 1994). Since area / is fictitious, it has no 
particular relevance except the radial heat flow there is equal to 
zero. Thus, by applying Eq. (4) to this area, the capacitance can be 
computed from the expression given below in Eq. (7), where R is 
the resistance between the two contacting spheres, while 7} and Tb 

are both taken from the same sphere. 

C = 

lf 
Rll 

dTf 
(7) 

The solution to Eq. (7) requires the resistance, as well as the 
transient development of Tb and Tf. While the resistance can be 
taken from the previous study (Siu and Lee, 1997), the transient 
development of Tb and Tf would require knowledge of the tem
perature distribution within the spheres. These distributions are, in 
turn, obtained by directly solving Eq. (8) for a two-sphere system, 
in which the radii were taken to be 0.001 m, while the thermal 
conductivity, density, and specific heat were, respectively, taken to 
be 13.4 W/m-K, 8238 kg/m3, and 468 J/kg-K. The two spheres 
were each initially at a different uniform temperature, and were 
suddenly brought into contact inside a vacuum environment. Con
tinuity of temperature and energy were imposed at the contacting 
area while the remaining area was insulated. As given below in Eq. 
(9), these boundary conditions were implemented by iterating the 
contact temperature at the same time-step until convergence, 
which was typically less than 10~7. Once Eq. (7) is solved, the 
capacitance values between two contacting spheres can be ob
tained and correlated for future usage. 

dT 1 3 dT 1 d dT 
rl sin 6 36 \ dd (8) 

0 < 9 < 7 Qi = -Qi 

=> -kA 
dT 

dr 
= kA 

r~ ^(sphere 1) 

dT 

~dr 
(^/•{(sphere 2) 

T (r = r„ sphere 1) = T (r = r„ sphere 2) 

7 < 6 < T 7 fi1 = fi2=0 (9) 

2.3 Method of Solution. The terms in Eq. (8) were approx
imated by a second-order finite volume scheme. The higher order 
of accuracy was necessary to properly capture the conditions at the 
contact. The finite volume scheme was utilized to simplify and 
increase the accuracy of the bulk temperature computation given in 
Eq. (3), which for a finite difference scheme would have required 
interpolation at the large gradient region near the contact. 

After applying the finite volume approximation, the resulting alge
braic expressions were solved on a nonuniform grid in order to further 
ensure the proper capturing of the large spatial gradients near the 
surface of the sphere and during the initial transient period. Thus, a 
constant-ratio grid was implemented in the radial and angular direc
tions (Patankar, 1980). The resulting algebraic equations were solved 
using the TDMA in conjunction with a Crank-Nicolson scheme 
(Jaluria and Torrance, 1986). A time-step corresponding to the small
est grid size was chosen for the entire region. 

Once the constriction capacitance has been determined, Eq. (5) 
was utilized to compute the temperature development in a system 
of multiply contacting spheres in a 180-deg orientation. Thus, for 
M spheres, each having two neighbors, the result was M equations, 
each having two heat-flux terms. This produced a system of 

S-3 

Y=10e-2,T..=2, T,.=10 
Y=10e-2,T'=4,T,=8 
Y=10e-2,(C=936Bcg-°C) 
y =l(te-2, (k=6.7W/m-°C) 
Y=10e-2, (p=16476kg/m0 
Y=2.5e-2 
Eq. (10) 

10" 

Fig. 3 Correlation of the dimensionless capacitance of the two-sphere 
system 

coupled, first-order differential equations, which was also solved 
using the TDMA and Crank-Nicolson schemes. 

3 Results and Discussion 
For the present study, validation is required for the computations 

of the capacitance, which essentially translates to validating the 
solution to Eq. (8). As this has been validated in a previous study 
(Siu and Lee, 1997), it will not be repeated here. Validation is also 
required to verify the solution from Eq. (5), but this is, in fact, part 
of the results of this study, and will be discussed in Section 3.3. 

3.1 Correlation of the Constriction Capacitance. The ca
pacitance was back calculated from the two-sphere case as described 
in the previous section. In order for this to be useful, a correlation 
must be obtained. Since the capacitance should depend on the contact 
radius as well as parameters that affect the internal energy, it was 
scaled by the contact radius ratio, the density, the specific heat, as well 
as the volume of the spheres. The dimensionless capacitance was 
computed for several cases and over a wide range of Fourier number 
(based on sphere radius). As shown in Fig. 3, a correlation was 
obtained that collapsed these results onto a single curve. This corre
lation is given below in Eq. (10). Note in Fig. 3 the usage of a 
semi-log scale for clarification purpose and the critical Fourier num
ber of unity, beyond which the capacitance reaches a steady-state 
value. For systems with a Fourier number smaller than 1, there will be 
difficulties in implementing Eq. (5), as the algorithm must then track 
the time scale for each sphere in the system. In the current study, and 
for most sintering systems, the Fourier number was around 104. 

C , 1 
-prrr = 0.40434 - 3.7789 X 10"3 = -pC„Vy Fo, 

6.545 X 10~3 zr-5 + 1.87363 X 10"2 

Fo Fo; 
(10) 

where Fos = arlr] 

3.2 Transient Computations for Multiply Contacting 
Spheres. To verify its applicability, Eq. (5) was used to compute 
the bulk temperatures in systems of three and five contacting spheres. 
For the three-sphere system, the radius, thermal conductivity, density, 
and specific heat of the sphere were taken to be 0.001 m, 13.4 W/m-K, 
8238 kg/m3, and 468 J/kg-K, respectively. For the five-sphere system, 
the properties of the spheres were changed in order to quickly obtain 
the steady-state solution. As such, the thermal conductivity, density, 
and specific heat of the sphere were change to 250 W/m-K, 5000 
kg/m3, and 500 J/kg-K, respectively. The resulting solution was then 
compared against the finite volume results obtained by solving Eq. (8) 
for each sphere in the system. For the three-sphere system the com
parison is shown in Fig. 4, and for the five-sphere system the com
parison is shown in Fig. 5. In both these figures, the agreement was 
excellent. Obviously, it would be preferable to make the above com
parison for larger number of spheres, but the accompanying solution 
to Eq. (8) would require a tremendous amount of computational 
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Fig. 4 Computation of the transient temperature development in a 
three-sphere system 

resource. As is, solving Eq. (8) for five contacting spheres required 
over 100 CPU hours on the Sparc 20. 

To verify the necessity of the correction factor, computations were 
made for systems of 5, 10, and 20 contacting spheres. The properties 
of these spheres were the same as those for the five-sphere system. For 
each system, the temperature was computed using both Eqs. (2) and 
(5). Thus, a comparison of the results indicates the importance of the 
correction factor. In all three cases, the temperature of sphere-1 was 
initially at 500CC, while the remaining spheres were initially at 5°C. 
Figure 6 shows the error incurred at the last sphere in the chain, if the 
computation were performed without the correction factor. This error 
decreases with time but increases with the number of spheres in the 
system. For the current parameters, there is a time period of two 
seconds prior to which the temperature distribution of a 20-sphere 
system would have a considerable error. 

4 Conclusion 
Due to its practical relevance, it is often of interest to compute the 

transient temperature of a system of spheres. In using the constriction 
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Fig. 5 Computation of the transient temperature development in a five-
sphere system 
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resistance to compute the transient temperature of a multisphere 
system, it was discovered that a correction factor is required. This 
correction factor took the form of a capacitance, and it has been 
correlated against the Fourier number based on the sphere radius. 
Using this correction factor, the transient temperature of three and five 
contacting spheres in a 180-deg orientation was successfully com
puted. Finally, computations were also performed for systems of 5, 
10, and 20 contacting spheres. The results showed that computations, 
which neglected this correction factor, produce results with a consid
erable error. This error decreased with increasing time periods and 
increased with the number of spheres in the system. 
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Introduction 
Spray cooling provides high heat flux through the continuous 

formation and evaporation of a thin liquid film on a hot surface. 
It is important for industry to predict the spray cooling heat 
transfer coefficient and critical heat flux for given spray and 
surface conditions. The spray cooling heat flux is a function of 
many parameters such as the spray hydrodynamic parameters, 
the properties of the coolant, as well as the properties and 
surface conditions of the hot metal. As a metallic block is 
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Fig. 4 Computation of the transient temperature development in a 
three-sphere system 

resource. As is, solving Eq. (8) for five contacting spheres required 
over 100 CPU hours on the Sparc 20. 

To verify the necessity of the correction factor, computations were 
made for systems of 5, 10, and 20 contacting spheres. The properties 
of these spheres were the same as those for the five-sphere system. For 
each system, the temperature was computed using both Eqs. (2) and 
(5). Thus, a comparison of the results indicates the importance of the 
correction factor. In all three cases, the temperature of sphere-1 was 
initially at 500CC, while the remaining spheres were initially at 5°C. 
Figure 6 shows the error incurred at the last sphere in the chain, if the 
computation were performed without the correction factor. This error 
decreases with time but increases with the number of spheres in the 
system. For the current parameters, there is a time period of two 
seconds prior to which the temperature distribution of a 20-sphere 
system would have a considerable error. 

4 Conclusion 
Due to its practical relevance, it is often of interest to compute the 

transient temperature of a system of spheres. In using the constriction 
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resistance to compute the transient temperature of a multisphere 
system, it was discovered that a correction factor is required. This 
correction factor took the form of a capacitance, and it has been 
correlated against the Fourier number based on the sphere radius. 
Using this correction factor, the transient temperature of three and five 
contacting spheres in a 180-deg orientation was successfully com
puted. Finally, computations were also performed for systems of 5, 
10, and 20 contacting spheres. The results showed that computations, 
which neglected this correction factor, produce results with a consid
erable error. This error decreased with increasing time periods and 
increased with the number of spheres in the system. 
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Introduction 
Spray cooling provides high heat flux through the continuous 

formation and evaporation of a thin liquid film on a hot surface. 
It is important for industry to predict the spray cooling heat 
transfer coefficient and critical heat flux for given spray and 
surface conditions. The spray cooling heat flux is a function of 
many parameters such as the spray hydrodynamic parameters, 
the properties of the coolant, as well as the properties and 
surface conditions of the hot metal. As a metallic block is 
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cooled by spray, its surface can experience four different heat 
transfer regimes: the film boiling regime, the transition boiling 
regime, the nucleate boiling regime, and the single-phase liquid 
cooling regime. The mechanism of spray cooling was investi
gated by many researchers in the field (Mesler, 1976, 1982; 
Bonacina et al., 1979; Choi and Yao, 1987; Deiters and 
Mudawar, 1989; Mudawar and Valentine, 1989; Yang, 1993; 
Yang et al., 1993, 1996a, b). However, due to the complexity of 
involved mechanisms, there has been no comprehensive model 
established for the heat transfer of the spray cooling process. 

This paper proposes a simple model to predict the spray cooling 
heat flux which takes evaporation as the most important factor in 
the process. The model is capable of predicting the spray cooling 
heat flux during different heat transfer regimes. Furthermore, a 
correlation is given for predicting the evaporation ratio of the spray 
cooling involved in the high-pressure die-casting process. The 
predicted results were compared with the published data together 
with our experimental results and a good agreement was achieved. 

Proposed Model Description 
As shown in Fig. 1, the physics involved with the control 

volume is quite complicated. It incorporates the impingement of 
the droplets, liquid droplet interaction, liquid droplet and vapor 
interaction—the various heat transfer regimes depending on the 
spray and surface conditions. When spray droplets impinge on the 
hot surface, two basic phenomena will happen from a thermal 
viewpoint: (1) a droplet raises its temperature to the saturation 
temperature and (2) a droplet changes its phase from liquid to 
vapor and is evaporated. When these two phenomena occur, a 
large amount of heat is extracted, with some of the droplet running 
off as liquid at a temperature dependent on the spray conditions. 

The amount of heat extracted from the hot surface, q can be 
calculated using the energy equation 

q = mLC,,(TSM - TL) + mmfmhfs (1) 

where q is the spray cooling heat flux, mL is the liquid mass flow 
rate, Cp is the specific heat, rSnt is the liquid saturation tempera
ture, TL is the coolant temperature, m„pol. is the vapor mass flow 
rate, and hfs is the latent heat. The evaporation ratio is defined as 

rK — mmvJmL, which is the ratio of the evaporated liquid and the 
liquid impinging on the hot surface. Hence, the heat flux is repre
sented as 

q = rhiC^T^ - TL) + mLrehfl (2) 

This is the proposed model to predict the spray heat flux. The 
evaporation ratio re, which combines all the parameters involved 
in the spray cooling process, has to be determined experimentally. 
The evaporation ratio falls into three regions: (1) re = 0, (2) re = 
1, (3) 0 < r„ < 1. In the first region, no evaporation is occurring. 
The heat transfer is in the single-phase cooling regime and forced 
convection is the only mechanism of the heat transfer. All liquid 
impinging on the surface runs off at a temperature lower than the 
liquid saturation temperature. Heat transfer in this regime will be 
very small. For the second region, the liquid evaporation rate mvapor 

is equal to the liquid mass flow rate rhL (mL = pQ) impinging on 
the hot surface. All liquid impinging on the hot surface is evapo
rated. It is apparent that the liquid flow rate is the most important 
parameter influencing the spray cooling heat transfer which con
fines the maximum heat flux. In the third region, re is expressed by 
empirical relationships and this case is the most likely phenome
non to occur during a real spray cooling process. 

Determination of re 

A systematic experimental study was conducted by the authors 
(Liu et al., 1999) to examine the heat transfer characteristics from 
the hot die surface to the water spray involved in high-pressure 
die-casting processes. Temperature and heat flux measurements 
were made locally in the spray field using a heater made from die 
material H-13 steel and with a surface diameter of 10 mm. The 
spray cooling curve was determined in the nucleate boiling and 
critical heat flux, as well as the transition boiling regimes. The 
hydrodynamic parameters of the spray such as droplet diameters, 
droplet velocities, and volumetric spray flux were also measured at 
the position in the spray field identical to that of the test piece. 
Droplets size and velocity distributions were measured using a 
Dantec Particle Dynamics Analyzer system. An empirical corre
lation was developed to relate the spray cooling heat flux to the 

Liquid in 

Liquid runoff 

Vapor out 

Control volume 

^ B Liquid droplet 

\_) Vapor 

Fig. 1 The spray cooling process 
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- Calculated maximum heat 
flux using eq. (2) assuming 
an evaporation ratio of 1 

Critical heat flux measured 
by Mudawar and 
Valentine(1989) 

0.6 0.99 1 1.1 1.04 1.05 1.08 2.02 5.02 

Liquid volumetric flow rateflO^mV'm -2) 

Fig. 2 Comparison between the calculated maximum heat flux and the critical heat 
flux measured by Mudawar and Valentine (1989) 

spray hydrodynamic parameters, such as liquid volumetric flux, 
droplet size, and droplet velocity as follows: 

q* = AT*3 + BT*1 + CT* + D 

A = 1Q^ 4 ' "5434 n 1.45101 W P 1 2 ' 1 " D A 0.864281 

g _ _ j g - 3 . 6 1 6 4 j j 1.31859 ^y-g 1.17256 p j ^ 0.915949 

_ 1 A -3.64182 C = 10 

D= - 1 0 

Re1 We1 1.09276 T> A 0.949317 

-4.15201 n 1,13977 We1 

RA 

RA° 

where 

pQhj 
is the dimensionless heat flux; 

(3) 

(4) 

(5) 

(6) 

(7) 

X* = 
T C 

is the dimensionless surface temperature; 

pud 
Re = is the Reynolds number; 

We = 
pit d 

is the Weber number; 

RA = pr is the ratio of the droplet velocity 

and the volumetric liquid flux; 

and p is the liquid density; Q is the liquid volumetric flow rate; rsur 

is the surface temperature of the heater; u is the droplet mean 

0.000731 0.001461 0.002922 

Liquid volumetricflux(m3s"1m"2) 

0.004278 

Calculated maximum heat flux using eq. (2) assuming an evaporation ratio of 1 

• Measured ChF by Yang et al. (air pressure = 20 psi) 

k. Measured CHF by Yang et al. (air pressure = 40 psi) 

D Measured CHF by Yang et al. (air pressure = 50 psi) 

Fig. 3 Comparison between the calculated maximum heat flux and the critical heat flux 
measured by Yang et al. (1993) 
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Fig. 4 Comparison between the predicted results and the measured surface heat flux 
of spray cooling involved in high-pressure die casting process 

velocity; d is the droplet mean diameter; /u is the viscosity; and a 
is the surface tension. From Eqs. (2) and (3), the correlation for 
evaporation ratio re can be easily derived: 

re = AT*3 + BT*2 + CT* + D 
c»(rsat TL) 

(8) 

This correlation is only suitable for predicting the evaporation ratio of 
the spray cooling involved in a high-pressure die-casting process. 

Results and Discussion 
Figure 2 shows the comparison between the predicted maximum 

heat flux at different liquid volumetric flow rates assuming an evap
oration ratio of 1 and the corresponding critical heat flux reported by 
Mudawar and Valentine (1989). They used a plain orifice spray with 
the test heater made from copper and with a cross-sectional area of 0.5 
cm2. As shown in the figure, at low liquid volumetric flow rates, the 
measured critical heat flux is in good agreement with the predicted 
one, which implies that at these conditions, all liquid impinging on the 
hot surface is totally evaporated. At liquid volumetric flow rates equal 
to 0.00202 and 0.00502 m3.sM.m~2, the measured critical heat flux is 
lower than predicted. This implies that at these spray conditions, only 
a portion of the liquid impinging on the hot surface is evaporated, the 
other runs off as liquid. Hence, the assumption of re = 1 is not suitable 
for these two cases. 

Figure 3 shows the comparison between the calculated maximum 
heat flux for an evaporation ratio of 1 and the corresponding critical 
heat flux at various air pressure reported by Yang et al. (1993). Yang 
et al. used an air atomized spray nozzle, where the test heater was 
made from copper with square geometry (11 mm). Again as shown in 
the figure, for liquid volumetric flow rates of 0.000731 and 0.001461 
m3.s~'.irr2, the measured critical heat flux is in good agreement with 
the calculated one. Furthermore, at these liquid volumetric flow rates, 
increasing the air pressure from 20 psi to 50 psi did not change the 
critical heat flux. This can be explained that since the heat transfer has 
already reached its maximum at 20 psi, any further air pressure 
increases will not necessarily change the heat flux. On the other hand, 
at a liquid volumetric flow rate of 0.002922 m3.s~'.nr2, the measured 
critical heat flux increases with increasing air pressure. Raising air 
pressure from 20 psi to 40 psi, the maximum heat flux is reached, so 
the measured critical heat flux is accurately predicted by the proposed 
model. However, at an air pressure of 50 psi, the measured critical 
heat flux is higher than the calculated maximum heat flux. This may 
be attributed to the strong air flow fields at a high air pressure, which 
causes forced convection heat transfer to take place. Finally, at a 

liquid volumetric flow rate of 0.004278 m3.s~'.nr2, Fig. 3 shows that 
if the air pressure increases further, the critical heat flux will approach 
its maximum value. 

Figure 4 shows the comparison between our measured surface 
heat flux and the calculated results using Eqs. (8) and (2), respec
tively. Agreement between the experimental data and the predicted 
results is excellent. 

Conclusion 

The results of this study indicate that the proposed model is 
capable of predicting the spray cooling heat flux. The model takes 
evaporation ratio as the most important factor in the spray cooling 
process. Provided the evaporation ratio is known, the model is 
capable of predicting the spray cooling heat flux during various 
heat transfer regimes. However, the evaporation ratio must be 
determined experimentally. The predicted results were compared 
with the published data together with our experimental results and 
good agreement was achieved. 
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Response of Counterflow Heat 
Exchangers to Step Changes of Flow 
Rates 

F. E. Romie1 

Introduction 
The response of heat exchangers to changes of mass flow rates 

is of interest for control of systems containing heat exchangers. 
The purpose of this note is to find the responses of the outlet 
temperatures of counterflow exchangers to step changes of either 
or both flow rates. The problem is an initial value problem. 
Initially the exchanger operates in the steady-state condition for 
which the initial wall and fluid temperature distributions are com
puted using simple relations. At time zero either or both flow rates 
are abruptly changed without a change of fluid inlet temperatures. 
The ensuing transient occurs as the fluid and wall temperature 
distributions change from initial to final values. 

The governing differential equations are linear and homoge
neous with constant coefficients after the flow rate changes. If the 
inlet temperatures vary after or at the time of flow rate steps then 
responses to inlet temperature variations are additive to responses 
caused by the flow rate steps. Responses to inlet temperature 
variations have been given, for example, by Romie (1984) and 
Roetzel and Xuan (1992a). 

Ontko and Harris (1990) use finite difference methods and Xuan 
and Roetzel (1993) use the Graver-Stehfest algorithm for numer
ical inversion of Laplace transforms to find combined responses to 
step changes of flow rates and inlet temperature variations. Al
though the response to step changes of flow rates is implicit in both 
references, the effect of flow rate excitation taken alone has not 
been made evident. Hence this note. 

Analysis 
The counterflow exchanger analyzed is defined by the following 

idealizations: 

(1) Convective conductances are dependent on flow rate only 
and, in particular, are not dependent on time or position. 

(2) The fluid capacitance rates before, (wc)ai and (wc)bi, and 
after flow rate steps, (wc)a and (wc)b, are uniform and constant. 
(Subscript i denotes values before the flow rate steps.) 

(3) Thermal conductances (hA)ai, {hA)bh (hA)„ and (hA)b are 
uniform and constant as is the thermal capacitance, WC, of the 
exchanger core. 

(4) The fluids are thermally insulated from the exchanger shell 
which thus has no influence on the transient. 

(5) No heat is conducted axially. 

Subscript a is assigned to the fluid that initially has the lesser 
capacitance rate and thus C, = (wc)ai/(wc)u cannot exceed unity. 
The value of C following the steps may be greater than unity 
depending on the flow rate steps. 

The overall thermal conductance is UA. 

UUA = l/(hA)a + U{hA)b 

Define N, = UA/(wc)„ and R = (hA)J(hA)a. Using these definitions, 
N„ = QiA)J(wc)a = N,(l + R)/R and Nb = QiA)J{wc)b = NaRC The 

1 Palos Verdes Estates, CA 90274. Life Assoc. Mem. ASME. 
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subscript; can be appended to the preceding parameters to compute 
values before the flow rate steps. N„ is the NTU (number of transfer 
units) of the exchanger before the steps and N, is the NTU after the 
steps when C is not greater than unity. 

Two additional parameters are the ratios of the thermal capaci
tances of the contained fluids to the thermal capacitance of the 
exchanger core and are independent of flow rates: Va = (wc)atJWC 
and Vb = (wc),,t,JWC. The dwell or transit times, t„ and tb, are the 
times required for the fluids to fill the two fluid volumes of the 
exchanger. Define tc = WCI(wc)„ then V„ = tjtc, CVb = tjtc and, 
defining V, V = Va + CVb = (t„ + tb)ltc. The time variable used is 
8 = tl{ta + tb + tc) = (tltc)l(l + V) which has the advantage that the 
transient is effectively completed by the time 6 = 2 for all parameter 
values. (True also for steps of inlet temperatures.) 

Without loss of generality a temperature scale is used that makes 
the inlet (x = 0) temperature of fluid a zero and the inlet (x = 1) 
temperature of fluid b unity. To compute the temperature distributions 
before the steps let a — Nu{\ — C,) and b = 1 — C, exp(—a). 

Tbi(x) = (1 ~ C, exp(—ax))/b 

T„i(x) = (1 - exp(—ax))/b 

TM) = (Tai(x) + R,Tb,{x))l{\ + R,) 

When C, = 1 these equations are indeterminate but C, = .9999 
can be used to avoid treatment of a special case. 

The fluid a exit temperature before the step is Tai( 1) = (1 — 
exp(-fl))/* and for fluid* is T„,(0) = 1 - C,T0,(1). To compute 
the final exit temperature of fluid a let e, = exp(—7V,(1 - C)) to 
give ra(oo, 1) = (1 - e3)/(l - Ce,) and T„(cc, 0) = 1 -
Cra(°°, 1). The final response for fluid a is Ta(°°, 1) - r„,(l)and 
for fluid b is rs(oo, 0) - Tw(0). 

Energy balances give three equations governing the transient. 

dTJdO = g(T„ - Tw) + Rg(Tb - Tw) 

Na(Tw - Ta) = UidTJdO + dTJdx 

Nb{Tw - Tb) = u2dTb/d6 - dTJdx 

For notational simplification, g = A/„(l + V), «i = VJ(l + V) 
and u2 = CVbl{\ + V). The boundary conditions are T„(6, 0) = 
0 and Tb(8, 1) = 1. The initial conditions are T„(0, x) = T„,(x), 
r4(0, x) = Tbi(x) and Tw(0, x) = T„,(x). 

Note that r„(0, x), Tb(6, x) and T„(0, x) are dependent on 
eight parameters: Nlh C,, R, required to establish initial condi
tions, N„ C, R required to establish conditions after the flow rate 
steps, and V„ and Vb. The three parameters JV„ C, and R are 
related to Nlh Ch and Rt by the flow rate steps as will be described 
in a following section. 

The solution of the differential equations is found by first 
finding the double Laplace transforms (6> —> s, x —> p) of T„, Tb, 
and 7V The double transforms can be partially inverted (p —» x) 
to give the transforms T„(s, x), Tb(s, x), and Tw(s, x). Expression 
of these transforms uses the following relations. 

g = s + g{\ + R), d = Na8RIQ,e = dC 

f=Na + uts- dIR, h = Nb+ u2s - eR 

u = Nb/{Q(l+Rl)), v=uNJNb 

ai = (w(l + R,C,)(h + a + eR) + ux(h + a) + u2dd)/b 

a2 = ~(v(l + R,)(h + eR) + uxh + u2d)lb 

a3 = vRt{\ - C)lb 

b{ = (w(l + RiC,)(f- a + dIR) + ute + u2Ct{f- a))lb 

b2 = -(w(l + R,)(f+ d/R) + w,e + uj)lb 
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b-s = - ( 1 - C,)(u2 + uR,)/b 

w = de — fh, 

r\ = (f ~ h + ( ( / - h)2 - Aw) m)/2, r2 = w/r, 

e>(x) = exp(- r^) / ( r 2 - r,) 

e2(x) = exp(-r2*)/(r, - r2) 

<?„(*) = exp(-a*)/((a - r,)(a - r2)) 

g ,W = e,(x)/(a - r,) + e2{x)l{a - r2) + ea{x) 

g2(x) = 1/w - e ,W/r , - e2{.x)lr1 

gi(x) = e,(x) + e2(x) 

8A(X) = ( / - /-i)ei(jc) + ( / - r2)e2(*) 

Using these relations, 

T„(s, 0) = (l/.v - blgl(l) - b2g2{\) - b,g,(\))/g4(]) 

T„(s, x) = bigl{x) + b2g2(x) + bi8i(x) + g,(x)Tb(s, 0) 

Ta(s, x) = algl(x) + a2g2(x) + a3g3(x) + dg3(x)T,,(s, 0) 

Tw(s, x) = ((Ta(s, x) + RTh(s, x))g + Tjx))/Q. 

Inversion (s —> 0) of these transforms by analytic means is con
sidered impossible and recourse is made to the Graver-Stehfest (Ste-
hfest, 1970) algorithm for numerical inversion of Laplace transforms. 
The method has been discussed and applied to exchanger transients in 
several papers by Roetzel and Xuan, for example, Roetzel and Xuan 
(1992a, b) and Xuan and Roetzel (1993). 

If F(s) is the Laplace transform of f(8) then the algorithm is 

log (2) * 
M = - ^ 2 KmF 

log (2) 

with 

Km = (-l)m+t"2) 

min (m,MI2) 

1 
kW2(2k) 

{Mil -k)\k\(k-\)\(m-k)\ (2k - m) \ 

in which M is an even number and the lower limit on the sum is 
the integer part of (m + l ) / 2 . Good results for this note were 
obtained with M = 6 for which K, = 1, K2 = - 4 9 , K3 = 366, 
K4 = - 8 5 8 , K5 = 810, and K6 = - 2 7 0 . Double precision is 
used because the algorithm involves the sum of differences of 
large numbers to produce a small number (2K„, = 0) . 

If a fluid is a gas then immediately after a step of its flow rate, 
before the wall temperature can change, the gas temperature will 
change abruptly. If fluid a is a gas then ta will be much less than 
tc and the ratio tjtc = V„ can be treated as zero (u, = 0) . In this 
case just after its flow rate step, when Nai becomes Na, the gas a 
temperature distribution is given by the solution to 

dTJdx = Na{Ttri{x) - Ta) 

with T„(0) = 0. The solution for the outlet temperature is 

Na(l + R,C,) 
r„(o, i ) = ! - « - " • i + 

a+R,Ma-a] 
(ef lb 

and the jump in gas a exit temperature response at Q = 0 is Ta(0, 
1) ~ Tai(\). Similarly, if fluid b is a gas then Vb = 0 and the gas 
temperature at d = 0 is the solution to 

dTJdx = -N„(Twi(x) - Tb) 

with Tb( 1) = 1. The solution for gas b exit temperature at 8 = 0 
is 

T„(0, 0) 

+ 1 
N„(l + R,Ct) 

(1 + R,)(N„ + a 
(e-W'+">- \))ib 

and the jump in gas b exit temperature response at 8 = 0 is Tb(0, 
0) - r w ( 0 ) . 

Calculat ion Results 

If da and dh are the fractional steps ( + or - ) of the flow rates 
then C = C,(l + da)l{\ + db). In general the thermal conduc
tances include not only convective conductances but also recog
nition of fouling resistances, resistance to heat flow through the 
walls separating the fluids, and the effect of any extended surfaces. 
However, in the following conductances will be treated as purely 
convective for simplicity. The Nusselt number is proportional to 
Reynolds number to the power n: hA °c (wc)". Thus N„ = 
NM + da)

m-\ Nb = Nbi(l + db)""-\ R = fl,(i + dby"l{\ + 
da)"

a and/V, = N„RI(\ + R). 

The fluid exit temperature responses are presented as the ratios, 
Ba(d) and Bb(9), of the fluid exit temperature response to the final exit 
temperature response: Ba{6) = (T„(8, 1) - roi(l))/(ro(oo, 1) - Ta/(1)) 
and Bb(d) = (T„(6, 0) - Tbi(0)W„(™, 0) - Tbi(Q)). The ratios thus 
vary from 0 before the steps to a final value of 1. 

Figure 1 shows responses for a gas-to-gas exchanger with d„ = 
db = 0.2 and na = nb = 0.6 as is indicated at the top of the 
graph. The exchanger operates under symmetric conditions (C = 
R = 1 both before and after flow rate steps) which makes Ba(8) 
and Bb(8) identical. The 90 percent response occurs when 8 = 
0.22 or, equivalently, when t = 0.22?c. 

Figure 2 shows responses with d„ = 0.2 and db = 0 for a liquid-
to-liquid exchanger (V„ = 1 and Vb = 2). The 90 percent response 
occurs when 6 = 1.22 for fluid a and 8 = 1.4 for fluid b. The time t 
when 8 = 1.22 is 1.22(1 + Va + CV„)t,. = 5.08f„. The final response 
for fluid a is (T„(oo, 1) - Tai(l))(Tbin - Tai„) in which Tbin and Tui„ are 
the actual (unchanged) inlet temperatures. If Tbi„ = 100 deg. and 

[ dma= .2 ,dmb= .2 ,na= .6 ,nb= .6 ] 
1 . 0 I I I I I 

Ba,b 

0.5 
Ba 
Bb 

initial final 
UA/tucla= 4 3.72 
C= 1 1 
R= 1 1 
Taout= .8 .7881 
Tbout= .2 .212 

Ua= 0 and Ub= 0 
[ M= 6 ] 

1.0 
t/[ta*tb+tc] 

2.0 

Fig. 1 Responses for a gas-to-gas exchanger operating under symmet
ric conditions (C = fl = 1). B„ and Bb are identical. 
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Fig. 2 Responses for a liquid-to-liquid exchanger with one capacitance 
rate unchanged 

1.5 

1.0 

Ba,b 

0.5 

a 

I dna= 

' • 

4 / 

.2 ,dmb= 

i , . . 

UrVCuc 
C= 
R= 
Taout= 
Tbout= 

Ua= 2 

1 . . . 

.2 ,na= .7 

. | . . . 

Ba 
Bb -

initial 
la= 6 

.8 
1 
.9206 
.2635 

and Ub= 2 
[ H= 6 ] 

i i i i i 

nb= .7 1 
, I I I 

final 
5.68 
.8 

1 
.9136 
.2691 

l i i i i 

1.0 
t/lta+tb+tcl 

2.0 

Fig. 3 Responses for a liquid-to-liquid exchanger with equal capaci
tance rate changes 

Ta,„ = 200 deg. then, using the data on Fig. 2, the final response for 
fluid a is +8 deg. and for fluid b is +6.3 deg. 

Figure 3 gives an example for which the fluid b response is 
greater than its final response during most of the transient. In 
general the responses Ba and Bb are found to be insensitive to the 
values of Va and Vb which is attributed to the definition of 6. 

The results of this note have been checked using a finite differ
ence method. The advantage of the Graver-Stehfest algorithm is a 
much shorter solution time. 
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Heat Transfer in Fin Assemblies: 
Significance of Two-Dimensional 
Effects—A Reexamination of the Issue 

L. C. Thomas1 

The purpose of this paper is to reexamine the significance and nature 
of two-dimensional effects in fin assemblies. In particular, consider
ation is given to concerns expressed in the literature that the standard 
approach commonly leads to large errors due to two-dimensional 
effects. In addition, for the purpose of establishing a practical means 
of evaluating the level of significance of two-dimensional effects, an 
approximate first-order two-dimensional thermal circuit approach to 
analyzing heat transfer in fin assemblies is developed. 

Nomenclature 
A 

A F 

AP> 

A, • 

A„ • 

Aug : 

Bi 
Bi, = 
B i 2 -• 

Em • 
E0) ' 

Ft
 ] 

k •• 
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Fig. 2 Responses for a liquid-to-liquid exchanger with one capacitance 
rate unchanged 
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Fig. 3 Responses for a liquid-to-liquid exchanger with equal capaci
tance rate changes 

Ta,„ = 200 deg. then, using the data on Fig. 2, the final response for 
fluid a is +8 deg. and for fluid b is +6.3 deg. 

Figure 3 gives an example for which the fluid b response is 
greater than its final response during most of the transient. In 
general the responses Ba and Bb are found to be insensitive to the 
values of Va and Vb which is attributed to the definition of 6. 

The results of this note have been checked using a finite differ
ence method. The advantage of the Graver-Stehfest algorithm is a 
much shorter solution time. 
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Heat Transfer in Fin Assemblies: 
Significance of Two-Dimensional 
Effects—A Reexamination of the Issue 

L. C. Thomas1 

The purpose of this paper is to reexamine the significance and nature 
of two-dimensional effects in fin assemblies. In particular, consider
ation is given to concerns expressed in the literature that the standard 
approach commonly leads to large errors due to two-dimensional 
effects. In addition, for the purpose of establishing a practical means 
of evaluating the level of significance of two-dimensional effects, an 
approximate first-order two-dimensional thermal circuit approach to 
analyzing heat transfer in fin assemblies is developed. 
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solution, W 
wall thickness, m 

Greek Symbols 

a = A0T)JAi 
S = half-fin thickness, m 

References 
Ontko, J. S„ and Harris, F. A., 1990, "Transients in the Counterflow Heat Ex

changer," Compact Heat Exchangers: A Festshrift for A. L. London, Hemisphere, 
New York, pp. 531-548. 

Roetzel, W., and Xuan, Y., 1992a, "Transient Response of Parallel and Counter-
flow Heat Exchangers," ASME JOURNAL OF HEAT TRANSFER, Vol. 114, pp. 510-512. 

Roetzel, W., and Xuan, Y., 1992b, "Transient Behaviour of Multipass Shell-and-

1 Mechanical Engineering Department, King Fahd University of Petroleum & 
Minerals, Dhahran 31261, Saudia Arabia. Current address: 1424 Farrington Drive, 
Knoxville, TN 37923. Mem. ASME. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT 
TRANSFER. Manuscript received by the Heat Transfer Division, Nov. 12, 1996; 
revision received, Jan. 22,1999. Keywords: Augmentation and Enhancement, Finned 
Surfaces. Associate Technical Editor: R Boyd. 

748 / Vol. 121, AUGUST 1999 Transactions of the ASME                                                           Copyright © 1999  by ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



^ w r Depth Z » 8 
/\ = 28Z 

PUii32 AF=2LZ 

A = AJ + ^ 
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Fig. 1 Full fin/prime section of plane wall fin assembly 

r.io—vw\—o—vwv—o—vw,—o r.: 
Ri nw R0 

Fig. 2 Standard one-dimensional thermal circuit for full fin/prime sec
tion 

A I D = ?ID/<?< 1 
i)F = fin efficiency 
17 „ = net surface efficiency 
4> = r\FLJb 
1// = h2/hi + h2w/k„ 

Subscripts 

ID = standard one-dimensional method 
2D = accurate two-dimensional method 
(1) = first-order two-dimensional method 
F = fin 
(' = surface 1 corresponding to fin/prime section 

n, = nodal temperatures; i = 1, 2, 3, 4 
o = fin/prime section 
p = prime surface 

un = unfinned surface 
w = wall 

Introduction 
The standard approach to characterizing heat transfer in a fin 

assembly involves the assumption of approximate one-
dimensional transport within the supporting structure and fins, 
such that the temperature distribution within any transverse plane 
through the assembly is assumed to be uniform. Referring to Fig. 
1, this underlying premise permits the representation of heat trans
fer through a cross section of the assembly that consists of an 

individual fin and its prime (unfinned) surface in terms of a 
one-dimensional thermal circuit. The standard one-dimensional 
thermal circuit is ordinarily sketched in the manner shown in Fig. 
2. The thermal resistances associated with this circuit are given by 
Ri = I/CM,), R« = w/(kwAi), andfl„ = \l(h2A0T)0), where the 
net surface efficiency T)„ is expressed in terms of the fin efficiency 
VF by T/„ = [1 — {AFIA0){\ - T),.)]. Figure 3 shows two 
equivalent forms of the corresponding one-dimensional thermal 
circuit associated with a fin/prime half-section, which is the small
est region that includes all of the essential features of the actual 
two-dimensional transport process. The longitudinal thermal resis
tances for the series/parallel circuit shown in Fig. 3(b) are given by 
/?, = 2l(h,Ap), R2 = 2/(ft,A), i?3 = 2W(fcv„A„), R, = 2wl 
(kwA), Rs = 2w/(h2Ar), and R6 = 2/(h2AFT)F). The one-
dimensional thermal circuit approach provides the basis for devel
oping a convenient approximate analytical relation for the rate of 
heat transfer across the fin assembly. 

Concern pertaining to the significance of two-dimensional effects 
on heat transfer through convective fin assemblies was first expressed 
in the decade of the 1970s by Hennecke and Sparrow (1970), Klette 
and McCulloch (1972), Shih and Westwater (1974); Sparrow and Lee 
(1975), and Suryanarayana (1977). As demonstrated by these and 
other investigators, the actual temperature distribution within a fin is 
characterized by a temperature depression in the vicinity of the fin 
root which is a consequence of the relatively large rate of heat transfer 

' through the fin as compared to the prime surface. 
These early studies were followed up by a series of research 

papers by Stones (1980), Heggs et al. (1980a, b, 1982), Manzoor 
et al. (1981, 1982, 1983, 1984), and Houghton et al. (1991, 1993), 
which argued that the effective design of finned heat exchangers 
requires a two-dimensional analysis of the full fin assembly, with 
persistent warnings (primarily in reference to the study by Sury
anarayana (1977))) that errors resulting from two-dimensional 
effects of up to 80 percent can occur in heat transfer prediction. 

r.,o—v\M—o—WA—o—vwv—o r_; 
2Rt ZRW 2fl„ 

Fin half 
section A 

r.,o— 

Pime half 
section B 

R2 R* Ri 

-VWv 1 

R< 

(a) Standard series circuit (b) Equivalent series/parallel circuit 

Fig. 3 Corresponding one-dimensional thermal circuits for fin/prime half-section 

ffe r* R< rM ft 

Fig. 4 First-order two-dimensional thermal circuit for fin/prime half-section 
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Table 1 Analytical solution relations: approximate first-order two-dimensional method 

Dimensionless solution relations 

©„, 
Tnl - T„2 F24(Ft + F3©„3) + F2 + F40„. 

©„2 = 

TXI - n2 

T„2 - Tx2 

F\3F24 ~ 1 

F13(F2 + F40„4) + F, + F,&„ 
FnF,. 1 

0„3 = 

©„4 = 
r„4 - r„-

A3 + B3A4 

' 1 - B3B4 

A4 + flyl3 

1 - B3B4 

Dimensionless parameters 
F ,F 3 + F2Y3/F24 

A 3 -

A4 = 

F, = Bi 

F, = Bi 

F 3 5 - F3y3 

F2Y4 + F,Y4/FV, 
F46 - FAY4 

kF ^ (P/8)(P/8 - 1) 
k„ h2 w/8 

kF h, (P/8) 
kw h2 w/8 

B3 = 

B4 = 

F3 = 

F4 = 

1 + F4Y3IF24 

F35 ~ F3Y, 
1 + F3r4AF13 

F46 ~ F4Y4 

(P/8)(P/8 - 1) 
(w/8)2 

P/8 
"(wTsT2 

y3 = 

Yt 

3 '" F , 3 - 1/F2, 

" 2 4 • l/fl3 

F5 = Bi 
,kF(PI8)(PI8- 1) 

fc„ iv/8 
kFP/8 f« = 2 B ira* 

Considering the fact that the one-dimensional approach continues 
to be relied upon in the analysis and design of fin assemblies used in 
finned tube heat exchangers and other industrial equipment, the im
plication of the conclusion pertaining to the extent of two-dimensional 
effects put forth by Heggs, Manzoor, and associates is quite serious. 
It is the purpose of this paper to reexamine the significance and nature 
of two-dimensional effects in fin assemblies, with specific attention 
given to the proposition of Heggs, Manzoor, et al. 

Approximate First-Order Two-Dimensional Method 

To provide a basis for estimating the significance of two-
dimensional effects within the supporting structure of fin assemblies, 
the heat transfer within a half-fin/prime section is approximated by the 
first-order two-dimensional thermal circuit shown in Figure 4.2 This 
thermal circuit represents a generalization of the one-dimensional 
circuit shown in Fig. 3(b) that includes transverse thermal resistances 
Rt as well as longitudinal thermal resistances. Using finite difference 
formulation concepts, the transverse thermal resistances for this cir
cuit are represented by Rt = PI\k„(w/2)7\. 

Equations are obtained for the four unknown temperatures T„x, 
T„2> Tn3, and T„4 by performing an energy balance at each node. 
The resulting nodal equations are given by 

Tni T 
• + • 

Rt 
= 0 

*°°1 *n2 T„4 T„2 

Rt 

• + • • + #5 /?, Rt 

Tn4 — Tx2 , Tn4 — T„2 Tn4 — r „ 3 

R, R4 Rt 

= 0 

= 0. (1) 

An analytical solution for these nodal temperatures is given in Table 
1. Using this solution result, the first-order two-dimensional approx
imation for the fin/prime half-section heat transfer rate qm becomes 

4(i> 
# 5 

1 / @„3 

+ 
T„4 - Tx 

R5 \R6/RS 

*6 

+ © J (Too! - r„2) (2) 

Higher-order thermal circuits can be formulated by subdividing the supporting 
structure into smaller subvolumes. 

where ®„3 = (Tn3 - Tx2)/(Txl - Tx2), @n4 = (Tn4 - T^)l 
( r „ , - Tx2), and FJF$ = 7)FAFIAP. 

The significance of two-dimensional effects indicated by this 
first-order model can be determined by comparing Eq. (2) with 
solution results obtained by the one-dimensional model . Therefore, 
consideration is now given to solution results obtained on the basis 
of the standard one-dimensional method as well as the alternative 
one-dimensional method used by Suryanaryana (1977). 

Standard One-Dimensional Method. The rate of heat trans
fer qlD for the fin/prime half-section associated with the one-
dimensional thermal circuits shown in Fig. 3 is given by 

r„, - T„ 
<?ID 2(R, + RW + R.) 

2[ i / (M,) + W(M/) + I / ( M . T I . ) ] -

Rearranging Eq. (3), the relation for q ,D takes the form 

M i ( r . , - r„2) h2A,(T^ - r „ 2 ) 
< ? 1 D : 

where 

2\_h2lhx + h2w/kw + AM.V.)] 2(«A + 1/a) 

0.35 

0.30 

0.25 

I 
0.20 
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AoL-^ sV-

40__»-

* 20 
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, \ 
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-*,/*„= 1 

-kf/1^=20 
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(4) 

Fig. 5 Calculations for fin assembly difference function A1D in terms of 
Bi and PIS 
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h2 h2w h2 w kF 

«i kw hl 5 k„ 

A„T)„ 8 / L \ 
a = -j- = l + - ^ T j F - g - - l j . (5,6) 

The relative difference between the standard one-dimensional 
and first-order two-dimensional solutions is represented by the fin 
assembly difference function A1D = qalqm — 1. With qm and qm 

represented by Eqs. (2) and (4), the relation for A1D takes the form 

= h2AfiF 1 
A , D 4, + \la (RF/R„)®n2 + ©„4 

P/8 1 
= 1 a) 

</>(<// + lla) (F5/F6)0„3 + 0„4 ' V ; 

A review of the solution details indicates that A ,D is a function 
of the six dimensionless parameters Bi, kFlkm, PI 8, LJ8, w/8, and 
h ,/h2. The usual ranges of these parameters in actual applications 
are as follows: Bi is considerably less than 0.1; kFlkw is equal to 
unity, except for bimetal construction, in which case kFlk„ can be 
fairly large (>20); P/8 is between 5 and 20; LJ8 is between 20 
and 60; w/8 is between 2 and 10; and h Jh2 is considerably greater 
than 2. Representative calculations for A1D are shown as a function 
of Bi and P/8 in Fig. 5. The calculations obtained in this study 
indicate that the greatest tendency for significant two-dimensional 
effects occurs in bimetal fin assembly construction with large 
values of kF/k„, moderately small values of Bi in the range 0.0002 
to 0.01, moderate values of P/8 in the range 5 to 60, moderate to 
long lengths with LJ8 greater than 20, and values of w/8 less than 
about 10 and any practical value of hjh2. The calculations indi
cate that under a certain combination of operating conditions the 
value of A)D can exceed 40 percent for kF/k„ = 20, which is 
representative of some fin/wall alloy metal combinations. On the 
other hand, the tendency for significant two-dimensional effects to 
occur in fin assemblies of single metal construction (kF/k„, = 1) is 
restricted to less common situations involving a very thin wall for 
which w/8 is less than 2, with the greatest effect found to occur for 
relatively small values of both w/8 and hjh2. 

The relations for qm and A1D given by Eqs. (3) and (7) can 
readily be used to determine whether or not two-dimensional 
effects are significant and to estimate the fin/prime heat transfer 
rate q0. The general viability of the method developed in this 
section for evaluating the significance of two-dimensional effects 
in fin assemblies is considered in the context of published two-
dimensional solution results in a following section. 

Alternative One-Dimensional Model. An alternative one-
dimensional approach to approximating heat transfer in fin assem
blies that was used in the study by Suryanarayana (1977) is based 
on the assumption that the fin root/prime surface temperature can 
be set equal to the surface temperature T0,s that would exist if the 
surface were unfinned.3 Using this approach, Suryanarayana ob
tained approximations for the heat transfer rates from the fin and 
prime surfaces, which can be represented by qIKS = h2Ap(TBS — 
7\ s) and qFS = h2AFi)F(T0S - T„,s). Based on comparisons of 
calculations for qPjS and qFiS with numerical solution results for qp 

and qF associated with a fin assembly with Bi = 0.1, Suryanaray
ana reported large errors in the alternative one-dimensional model. 
Based on these results, Suryanarayana concluded that the assump
tion of equality of fin base temperature and the corresponding 
unfinned surface temperature leads to an overestimate of the heat-
transfer rates, stating that "the magnitude of the error can be 
considerable—as high as 80%." Although Suryanarayana did not 
indicate the cause for the errors, when taken in the context of the 
entire paper which is entitled "Two-dimensional effects on heat-

3 The standard and alternative one-dimensional models are not equivalent. Thus, 
TQIS does not correspond to T,^. 

transfer rates from an array of straight fins," a possible inference of 
the conclusion is that the large errors are a consequence of two-
dimensional effects.4 However, in actuality, the errors reported by 
Suryanarayana are caused by the poor approximation represented 
by the magnitude of r o s , rather than by the assumption that the 
temperature distribution is one-dimensional.5 

Two-Dimensional Solution Results: Published Literature 
The solution results published by Heggs, Manzoor, and as

sociates provide numerical calculations for fin/prime half-
section heat transfer rate q2T) in the context of the augmentation 
factor Aug = q2D/qu„ for six cases. The numerical solution 
results reported for Aug are listed for specific values of the six 
dimensionless parameters Bi, = hiP/kw, Bi2 = h2P/klv, kF/kw, 
8/P, LIP, and w/P in Table 2(a) and for corresponding dimen
sionless parameters Bi, kFlk„, P/8, LJ8, w/8, and hjh2 in 
Table 2(b). It should be noted that these cases involve values of 
Bi ranging from 0.00002 (case B2) to 0.375 (case A2), with Bi 
being less than 0.1 for all but one case. Thus, except for case 
A2, the values of Bi considered in these references span the 
range of conditions encountered in practice. 

To determine the significance of two-dimensional effects asso
ciated with the five cases for which Bi < 0.1, the fin assembly 
error function is defined by Em = qiD/q2D - 1. This function is 
expressed in terms of Aug by 

? i o ^ _ 1 = A u g ! £ _ i 

qm q2D Aug 

where Aug1D is given by 

qID h2/h{ + h2wlkw + 1 i/» + 1 
A U g l D = ~<h„ = h2lh, + h2w/kw + A/(A0TJ„) = ip + Ma ' ( 9 ) 

Using Eqs. (8) and (9), the solution results for Aug listed in Table 
2(a) are readily expressed in terms of Em. The corresponding 
calculations for Z?1D are listed in Table 2(b). Calculations for Em 

are also listed in Table 2(b) for cases Al, A3, BI, B2, and B3. 
The solution results for ElD listed in Table 2(b) indicate that 

two-dimensional effects are small (less than one percent) for case 
B2 (£,D = 0.087 percent) and case Al (£1D = 0.965), mild (one 
to five percent) for case A3 (£iD = 1.38 percent) and case BI 
(ElD = 1.71 percent), and moderate (5 percent to 20 percent) for 
case B3 (ElD = 10.7 percent). However, none of these cases 
involve strong (20 percent or greater) two-dimensional effects. 

The error in the first-order two-dimensional method is rep
resented by the first-order fin assembly error function Ew = 
1 — qw/q2D. The function Ew is expressed in terms of A,u and 
£ID by 

/ I 1 \ A 1 D - £ 1 D 
£"> = ( £ - + 1 ) ( ^ T T - ^ T T ) = ^ ^ r - (10) 

Calculations for Ew are listed in Table 2(b). The absolute errors 
in the calculations for qw are seen to range from less than one 
percent for cases Al, A3, BI, and B2 to 1.6 percent for case B3. 

Conclusion 
The approximate first-order two-dimensional formulation pre

sented in this paper provides a means of estimating the significance 

4 Quoting from Heggs et al. (1982) and Manzoor et al. (1983, 1984), "Suryanaray
ana has reported that the difference between fin assembly heat-transfer rates predicted 
by one-dimensional analyses can be as much as 80 percent. It is therefore essential for 
the effective design of finned heat exchangers to consider the complete fin assembly 
and to employ a multidimensional analysis." More recently Houghton et al. (1993) 
have cautioned that the large dimensional variations claimed by Sparrow and Lee 
(1975) and Suryanarayana (1977) are for unrealistic values of the system parameters. 
However, the previous conclusions and warnings by Heggs, Manzoor, et al. were left 
unaddressed. 

5 This point is readily demonstrated by calculating the difference function A1D 

associated with the most severe case studied by Suryanarayana. This calculation 
indicates AID = 0.012. 
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Table 2(a) Solution results: Heggs et al. (1982) and Manzoor et al. (1981, 1982, 1983, 1984) 

Case 

Al 
A2 
A3 
BI 
B2 
B3 

Case 

Al 
A2 
A3 
BI 
B2 
B3 

Bi 

0.005 
0.375 
0.0375 
0.0025 
0.0000; 
0.002 

Bi, 

1.0 
2.25 
2.25 
1.0 
0.2 
5.0 

> 

Table 2(b) 

h,/h2 

100 
— 

3 
100 
200 
25 

Bi2 

0.01 
0.75 
0.75 
0.01 
0.001 
0.2 

Kp/Kw 

l 
l 

10 
l 

10 
20 

Corresponding system parameters 

kPIK 

l 
— 
10 
l 

10 
20 

PIS 

2 
— 
2 
4 
5 
5 

LJd 

21 
— 
21 
21 
11 
21 

w/S 

10 
— 
10 
4 
2.5 

10 

SIP 

0.5 
0.5 
0.5 
0.2< 
0.2 
0.2 

Bi, ft 2**^ 1J ftp/fCw 

<i> 

0.06 
— 

4.08 
0.02 
0.0055 
0.44 

LIP 

10 
10 
10 
5 
2 
4 

, LJ8, PIS, 

a 

6.90 
— 

3.08 
4.66 
3.0 
4.13 

wIP 

5.0 
5.0 
5.0 
1.0 
0.5 
2.0 

and wIS 

A1D% 

0.435 
— 

0.679 
2.262 
0.209 

Ew % 

0.9656 
— 

1.38 
1.708 
0.08739 

8.948 10.686 

Aug 

5.113 
1.043 
1.1375 
4.274 
2.963 
1.900 

Em % 

0.528 
— 

0.696 
0.542 
0.121 
1.60 

of two-dimensional effects on heat transfer in fin assemblies. The 
first-order two-dimensional formulation reduces to the standard 
one-dimensional formulation for Rt = 0. The general formulation 
results in an analytical relation that expresses the fin assembly 
difference function A1D in terms of the key system parameters Bi, 
kFlkw, PIS, Lc/8, w/8, and hjh2. A comparison of calculations 
for A,D with numerical calculations for Em published by Heggs, 
Manzoor, and associates indicates that the first-order two-
dimensional method provides a very good approximation of the 
actual heat transfer rate for the range of conditions considered in 
their study. 

Calculations based on the first-order two-dimensional method in
dicate that two-dimensional effects for a fin assembly constructed of 
a single material (kFlk„ = 1) are normally small to mild (i.e., within 
one to five percent), such that the standard one-dimensional method is 
normally sufficiently accurate. However, this study also indicates 
moderately significant two-dimensional effects for less common op
erating conditions associated with relatively small values of w/8 and 
hi/112- Of more practical concern, this study clearly indicates an 
increase in the significance of two-dimensional effects for bimetal 
construction, with values of the difference function A1D exceeding 40 
percent for operating conditions that can be expected to occur in 
practice. It follows that the potential for significant two-dimensional 
effects should be taken into account in the design and operation of 
bimetal fin assemblies. The first-order two-dimensional method 
presented in this paper provides a practical means of making this 
determination. 

An examination of the solution results for heat transfer in fin 
assemblies repotted by Suryanarayana (1977) indicates that the large 
differences reported in this early study are not due to two-dimensional 
effects, but are a consequence of the fact that the fin root/prime 
surface temperature is not well approximated by the unfinned surface 
temperature. Thus, the conclusion put forth in by Heggs, Manzoor, 
and associates based on their interpretation of the Suryanarayana 
study that the design of finned heat exchangers requires the use of 
multidimensional methods is generally not justified. 
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Al 
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Kp/Kw 
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l 

10 
20 
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w/S 
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0.2< 
0.2 
0.2 

Bi, ft 2**^ 1J ftp/fCw 
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kFlkw, PIS, Lc/8, w/8, and hjh2. A comparison of calculations 
for A,D with numerical calculations for Em published by Heggs, 
Manzoor, and associates indicates that the first-order two-
dimensional method provides a very good approximation of the 
actual heat transfer rate for the range of conditions considered in 
their study. 

Calculations based on the first-order two-dimensional method in
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a single material (kFlk„ = 1) are normally small to mild (i.e., within 
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normally sufficiently accurate. However, this study also indicates 
moderately significant two-dimensional effects for less common op
erating conditions associated with relatively small values of w/8 and 
hi/112- Of more practical concern, this study clearly indicates an 
increase in the significance of two-dimensional effects for bimetal 
construction, with values of the difference function A1D exceeding 40 
percent for operating conditions that can be expected to occur in 
practice. It follows that the potential for significant two-dimensional 
effects should be taken into account in the design and operation of 
bimetal fin assemblies. The first-order two-dimensional method 
presented in this paper provides a practical means of making this 
determination. 

An examination of the solution results for heat transfer in fin 
assemblies repotted by Suryanarayana (1977) indicates that the large 
differences reported in this early study are not due to two-dimensional 
effects, but are a consequence of the fact that the fin root/prime 
surface temperature is not well approximated by the unfinned surface 
temperature. Thus, the conclusion put forth in by Heggs, Manzoor, 
and associates based on their interpretation of the Suryanarayana 
study that the design of finned heat exchangers requires the use of 
multidimensional methods is generally not justified. 
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Fig. 1 Schematic of test apparatus and experimental setup (only for R-134a loop; R-22 refrigerant loop not included) 
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Fig. 2 h versus x for different tubes and heat flux levels at the same G 

cp = refrigerant constant pressure specific heat 
D = tube diameter 
G = mass velocity (flux) based on nominal flow area 
h = local heat transfer coefficient (tube side) 

ifg — latent heat of evaporation 
L = tube length 
k = thermal conductivity of the refrigerant 

Nu = Nusselt number, hD,,/k 
P — saturated pressure 

2 net = net heat input 
Tin = refrigerant inlet temperature 
T'm = saturation temperature at start of bulk boiling 
Tm = local wall temperature 
Tz = local bulk fluid temperature 

AT = temperature difference 
x = local mass quality at downstream distance z 
z = distance along the test tube 
A = gradient/or difference 
6 = enhancement performance ratio, (hJhs)/(kPJ&Ps) 
p = density 
a = surface tension 

Subscripts 
a = enhanced tube 

H = heated 
h = hydraulic 
i = inside 
/ = liquid 
o = outside 
^ = smooth tube 

sub = subcooled 
v = vapor 
" = averaged 

1 Introduction 
Recent technological implications have given rise to increased 

interest in enhancement of the in-tube evaporation used in many 
air conditioning and refrigeration systems. Various techniques 
have been used to improve heat transfer characteristics of in-tube 
flow. Several experimental studies have investigated evaporation 
of standard refrigerants inside internally finned tubes (see, for 
example, Bergles et al., 1983). Tubes with spiral fins had slightly 
better performance. Kubanek and Miletti (1979) conducted three 
finned tube tests with R-22 heated with water at high pressure. Ito 
and Kimura (1979) studied the heat transfer and pressure drop of 
R-22 in an internally finned horizontal tube. The fins were trian
gular. A later study by Kimura and Ito (1979) used the same 
apparatus to study heat transfer in 4.75-mm i.d. tubes at low flow 
rates. The best heat transfer performance in annular flow was 
obtained with tubes having 15-deg spiral fins. 

Other surfaces, for instance rib-type surfaces which provide for 
more nucleation sites, are potentially more attractive as far as the 
boiling heat transfer is concerned. While the mouth of the cavity 
between two consecutive ribs determines the superheat required to 
nucleate, the internal shape and volume, together with the wetting 
characteristics of the cavity walls, determine the stability of the 
nucleating cavity. The concept of this type of roughened surface is 
known in France as the "Vapotron" (Franc et al., 1964) and is used to 
cool electronic power tubes dissipating heavy heat loads. Recently, 
Wen and Hsieh (1994) experimentally studied the evaporation heat 
transfer and enhancement effect of rib-roughened annuli with R-l 14. 
Heat transfer and pressure drop measurements were performed on 
three rib-type roughened tube annuli with two-phase flow of refrig
erant R-l 14 under the evaporating condition. 

Although many past studies have examined in-tube evaporative 
heat transfer enhancement and the associated pressure drop with 
internally finned tubes, in-tube evaporations with strip-type inserts, 
using R-l34a as a refrigerant, have not been conducted. In addi
tion, the fundamental phenomenon of nucleate boiling from a 
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nique. Moreover, thermal equilibrium of the vapor and liquid 
phases was assumed along the entire length of the tube. 

The bulk temperatures of the liquid at the inlet and exit to the 
test section was measured with two in-stream, copper-constantan 
sheathed thermocouple probes positioned at midstream along the 
axis of the tubes. Intermediate inside-wall temperatures were ob
tained by measuring outside-wall temperatures at a certain distance 
(190 mm each from the inlet) along downstream locations (see Fig. 
1 for details) with 28-gage Cu-Cn thermocouples through a cor
rection (explained later in this section). The outside-wall temper
ature were measured by four thermocouples circumferentially 
spaced (90 deg apart) at these axial downstream locations and an 
average value was used to calculate the local heat transfer coeffi
cient. The soldering point of the thermocouples to the tube wall 
was less than 1 mm in diameter. It is estimated that the temperature 
measurements were accurate to within ±0.2°C. 

With knowledge of the input heat flux, inside-wall temperatures, 
and corresponding bulk temperature, local heat transfer coeffi
cients were calculated based on 

h = 
(Tw 

0) 

For a given mass velocity, outside-wall temperatures were ob
tained at 21 axial positions along the length of test tube as illus
trated in Fig. 1. Because the temperature difference across the wall 
of the copper was large, the measured outside-wall temperatures 
were corrected to give the inside-wall temperature T„,z following 
Hsieh and Hsu (1994). To simplify the present analysis, q was 
found from the following equation: 

9 = 
fin, 

TTD0LH 
(2) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Fig. 4 Local heat transfer enhancement factor for tubes with inserts at 
q = 9.4 kW/m2 and q = 14.4 kW/m2 

heated wall subject to a strip-type insert is as yet not well under
stood, especially for the flow in serpentine tubes. In this study, 
flow boiling tests were conducted in serpentine coil with inserts. 
To accomplish these tasks, experiments were performed in a 
seven-pass serpentine test tube with longitudinal strip and cross-
strip types inserts, 10.6-mm inside diameter with R-134a as the 
boiling fluid immersed in a hot water bath. 

2 Experimental Apparatus and Instrumentation 
The heat transfer test apparatus is shown schematically in Fig. 1. 

The apparatus consists of a closed-loop system that includes a gear 
pump with a variable speed drive, a rotameter, a set of condensers, 
a preheater, a turbine flowmeter, receiver, water bath and a sight-
glass. The liquid receiver allows for stable control of system 
pressure. The size of the turbine flowmeter was chosen to a certain 
range of flow rates, from below 82.3 to over 603.3 kg/m2 s and 
carefully calibrated by a stopwatch-and-bucket method to ensure 
that the experimental uncertainty was within ±0.5 percent of the 
reading. 

The test section is also shown schematically in Fig. 1 and 
consists of a seven-pass serpentine flow channel. The flow channel 
consists of a copper tube (386 W/mK) with a total heated length of 
2800 mm, and outside and inside diameters of 12.7 mm and 10.6 
mm, respectively. Heating of the tubes is accomplished by pump
ing hot demineralized water into a water bath at a temperature of 
51.5°C. The preheater heated R-134a to a subcooled condition 
(Ar,^ = 1.0-4.8°C). As R-134a flowed through the test section, 
it was approximately uniformly circumferentially heated by the hot 
water bath and this was justified by using the Wilson plot tech-
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where Qm was obtained from the hot water. The local mass 
qualities x at measurement locations z were calculated from energy 
balance based on q as follows: 

AGif, 
(3) 

where L„ was determined by iteration from the following equa
tion: 

GAc„(rs'at - r j 
irDifg 

(4) 

and a single-phase liquid pressure drop calculation for P at T'm. 
The saturation pressure at the exit was calculated from the bulk 
fluid temperature measured there. Linear interpolation was used to 
determine the fluid saturation pressure and, consequently, the 
corresponding bulk fluid temperature was thus obtained. 

An uncertainty analysis was made to consider the error caused 
by the interpolation procedure of the measuring instruments. The 
estimated uncertainties in G, Q, x, P, Tw, h, and 6 are ±1.26, 
±1.1, ±6.4, ±3.5, ±0.2, ±16.5, and ±14.7 percent, respectively. 

3 Results and Discussion 
The heat transfer coefficient did increase with increasing mass 

flux at a fixed local mass quality but to a lesser degree than was 

observed for the smooth tube as evidenced from Fig. 2. On the 
other hand, in spite of the independence of heat flux on h in the 
forced convection vaporization region, the local h depends 
strongly on the mass flux and the quality as shown in Fig. 2. Heat 
transfer coefficients are more dependent on heat flux in regions of 
lower quality {x < 0.5), which represents a nucleate boiling 
region, as compared to a higher quality, which represents a forced 
convection vaporization region. However, this situation becomes 
less noted for the tubes with inserts. This indicates that an earlier 
onset of forced convection vaporization can occur with the inserted 
tubes. For each heat flux except q = 14.4 kW/m2, the heat transfer 
coefficients dip (however, not found in the inserted tubes) at a 
certain quality (0.1 < x £ 0.2) and then increase approximately 
linear with quality with a slow increase rate especially for the 
smooth tubes. This is because a part of the formed vapor bubbles 
in the core condense again and the liquid is thereby set into 
oscillatory motion, which leads to an increase in the heat transfer 
with the quality. This finding is similar to that of Reid et al. (1991). 
Among three tubes, the tube with the crossed strip insert has the 
highest heat transfer coefficients at 0 s x s 0,78. 

According to the present data, the performance of enhanced 
boiling arrangements (tube with inserts) would also decrease with 
subcooling. However, the performance of the tubes with inserts 
will diminish less because these tubes are thought to improve the 
resistance of trapped vapor nuclei to subcooling and have been 
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proven to have lower nucleation superheats once saturation con
ditions have been restored. This can be seen in Fig. 3. Furthermore, 
the evaporation process inside the enhancement will be isolated 
from the subcooled bulk liquid because increasing liquid will be 
preheated as it passes through the narrow passage ways due to the 
present inserts. On the other hand, for smooth surfaces, the boiling 
heat transfer coefficient would drop off rapidly with increasing 
subcooling. For instance, the heat transfer coefficient (h) from 5.6 
drops to 4.2 kW/m2°C as does the degree of subcooling from 1.3°C 
to 4.1°C for a smooth tube. 

Of particular interest for studies of heat transfer enhancement is 
the question of how much the heat transfer coefficient is increased 
relative to an equivalent smooth tube at similar conditions. Local 
enhancement factors (hjhs) were thus calculated by forming 
ratios of experimentally measured heat transfer coefficients for the 
inserted tube and a smooth tube of the same operating and geom
etry conditions. As shown in Fig. 4, with comparisons made for the 
relevant enhanced geometries included, the trend of enhancement 
factors for the two inserted tubes is similar. However, the factor 
seems to have a higher value at lower heat flux than that at high 
heat flux. In addition, the enhancement factors are more dependent 
on heat flux by comparing Figs. 4(a) and 4(b) in regions of lower 
quality. For instance, at a higher heat flux (Fig. 4(b)) enhancement 
factors in the low-quality region are approximately 1.6 for a 
crossed strip insert and 1.3 for a strip insert. As quality increases 
above 0.3, a level that corresponds to a forced-convection vapor
ization region, enhancement factors for both tubes decrease to a 
value of 1.2 or so. On the other hand, at a lower heat flux (Fig. 
4(a)), enhancement factors in the low-quality region are about 2 
for a crossed strip insert and 1.5 for a strip insert. As quality 
increases above 0.1, enhancement factors for both tubes decreased 
but did not reach a definite value, indicating an absence of a forced 
convection vaporization. This plot also demonstrates the effect of 
heat flux on enhancement factors and shows that the enhancement 
factors decreased as heat flux increased for both tubes. 

Pressure gradient ratios, though not shown here, for both in
serted tubes that correspond to the average heat transfer coeffi
cients along the tube, were used to combine the heat transfer 
coefficient into one parameter termed the average enhancement 
performance ratio (0), which is shown in Fig. 5. In Fig. 5(a), tubes 
with strip inserts have a higher 0 (1.8-2) in 100 < G < 200 
kg/m2 s. The value initially exhibited a slight rise to a peak and, 
then, it will be merged to a constant value (=1.5) as G increased 
to 600 kg/m2 s for both inserted tubes. However, at high heat flux, 
this situation was changed as shown in Fig. 5(b) in which tubes 
with crossed strip inserts have a higher 0. The results shown in 
Figs. 5(a) and (b) suggest that the pressure drop in strip and 
crossed-strip type inserts is strongly dependent on heat flux in 
subcooled flow boiling. The distribution for both inserted tubes 
was followed by a monotonically decreasing curve and, finally, it 
again reached to a constant value (~1). At low heat flux (Fig. 
5(a)), 6 is dependent on G while at high flux (Fig. 5(b)), 0 is most 
likely independent of G. This again suggests that at low heat flux 
the present study is in a nucleate boiling region for both inserted 
tubes while at high heat flux it is in a forced convection vaporiza
tion region. 

Figure 6(a) indicates a correlation of the heat transfer coefficient 
versus a geometric parameter for all the inserted tubes under study. 
The correlation was derived by using standard procedures, and the 
dimensionless group (qlils,G), known as the boiling number, and 
p„/ph will be familiar from other published boiling correlations. 
Although the range of p„/p, of the present study was limited, its 
effect is well known and is, therefore, included for completeness. 
The third dimensionless group (t/^jcr/g(p, - p J ) (W/Dj repre
sents all the dimensions necessary to illustrate the present insert 
geometry configuration. In addition, it includes a term that is 
proportional to the bubble departure diameter and incorporates 
surface tension and buoyant forces, which are dominant in a 
hydrodynamic situation. Figure 6(b) showed the performance plot 

for the correlation of Fig. 6(a). The correlation predicts 85 percent 
of points within ±20 percent. Although there was considerable 
scatter in the data, the prediction still seems good and useful. 
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The fluid flow and heat transfer in the chemical vapor deposition 
(CVD) manufacturing process are studied numerically. Several 
crucial aspects such as thermal buoyancy, continuous processing, 
and conjugate transport are considered. For each aspect, the 
predicted heat transfer rate and the susceptor temperature are 
computed and qualitatively linked with the rate and uniformity of 
film deposition. It is shown that buoyancy effects in helium carrier 
gas commonly used in diffusion-limited CVD has a negligible 
effect on deposition rates. Susceptor motion is shown as a feasible 
alternative to improving the productivity. Conjugate heat transfer 
effects that arise demonstrate that reactor wall thickness and 
material may be judiciously chosen to improve temperature uni
formity and enhance heat transfer rates, thereby improving depo
sition rate, film uniformity, and quality. 
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proven to have lower nucleation superheats once saturation con
ditions have been restored. This can be seen in Fig. 3. Furthermore, 
the evaporation process inside the enhancement will be isolated 
from the subcooled bulk liquid because increasing liquid will be 
preheated as it passes through the narrow passage ways due to the 
present inserts. On the other hand, for smooth surfaces, the boiling 
heat transfer coefficient would drop off rapidly with increasing 
subcooling. For instance, the heat transfer coefficient (h) from 5.6 
drops to 4.2 kW/m2°C as does the degree of subcooling from 1.3°C 
to 4.1°C for a smooth tube. 

Of particular interest for studies of heat transfer enhancement is 
the question of how much the heat transfer coefficient is increased 
relative to an equivalent smooth tube at similar conditions. Local 
enhancement factors (hjhs) were thus calculated by forming 
ratios of experimentally measured heat transfer coefficients for the 
inserted tube and a smooth tube of the same operating and geom
etry conditions. As shown in Fig. 4, with comparisons made for the 
relevant enhanced geometries included, the trend of enhancement 
factors for the two inserted tubes is similar. However, the factor 
seems to have a higher value at lower heat flux than that at high 
heat flux. In addition, the enhancement factors are more dependent 
on heat flux by comparing Figs. 4(a) and 4(b) in regions of lower 
quality. For instance, at a higher heat flux (Fig. 4(b)) enhancement 
factors in the low-quality region are approximately 1.6 for a 
crossed strip insert and 1.3 for a strip insert. As quality increases 
above 0.3, a level that corresponds to a forced-convection vapor
ization region, enhancement factors for both tubes decrease to a 
value of 1.2 or so. On the other hand, at a lower heat flux (Fig. 
4(a)), enhancement factors in the low-quality region are about 2 
for a crossed strip insert and 1.5 for a strip insert. As quality 
increases above 0.1, enhancement factors for both tubes decreased 
but did not reach a definite value, indicating an absence of a forced 
convection vaporization. This plot also demonstrates the effect of 
heat flux on enhancement factors and shows that the enhancement 
factors decreased as heat flux increased for both tubes. 

Pressure gradient ratios, though not shown here, for both in
serted tubes that correspond to the average heat transfer coeffi
cients along the tube, were used to combine the heat transfer 
coefficient into one parameter termed the average enhancement 
performance ratio (0), which is shown in Fig. 5. In Fig. 5(a), tubes 
with strip inserts have a higher 0 (1.8-2) in 100 < G < 200 
kg/m2 s. The value initially exhibited a slight rise to a peak and, 
then, it will be merged to a constant value (=1.5) as G increased 
to 600 kg/m2 s for both inserted tubes. However, at high heat flux, 
this situation was changed as shown in Fig. 5(b) in which tubes 
with crossed strip inserts have a higher 0. The results shown in 
Figs. 5(a) and (b) suggest that the pressure drop in strip and 
crossed-strip type inserts is strongly dependent on heat flux in 
subcooled flow boiling. The distribution for both inserted tubes 
was followed by a monotonically decreasing curve and, finally, it 
again reached to a constant value (~1). At low heat flux (Fig. 
5(a)), 6 is dependent on G while at high flux (Fig. 5(b)), 0 is most 
likely independent of G. This again suggests that at low heat flux 
the present study is in a nucleate boiling region for both inserted 
tubes while at high heat flux it is in a forced convection vaporiza
tion region. 

Figure 6(a) indicates a correlation of the heat transfer coefficient 
versus a geometric parameter for all the inserted tubes under study. 
The correlation was derived by using standard procedures, and the 
dimensionless group (qlils,G), known as the boiling number, and 
p„/ph will be familiar from other published boiling correlations. 
Although the range of p„/p, of the present study was limited, its 
effect is well known and is, therefore, included for completeness. 
The third dimensionless group (t/^jcr/g(p, - p J ) (W/Dj repre
sents all the dimensions necessary to illustrate the present insert 
geometry configuration. In addition, it includes a term that is 
proportional to the bubble departure diameter and incorporates 
surface tension and buoyant forces, which are dominant in a 
hydrodynamic situation. Figure 6(b) showed the performance plot 

for the correlation of Fig. 6(a). The correlation predicts 85 percent 
of points within ±20 percent. Although there was considerable 
scatter in the data, the prediction still seems good and useful. 
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The fluid flow and heat transfer in the chemical vapor deposition 
(CVD) manufacturing process are studied numerically. Several 
crucial aspects such as thermal buoyancy, continuous processing, 
and conjugate transport are considered. For each aspect, the 
predicted heat transfer rate and the susceptor temperature are 
computed and qualitatively linked with the rate and uniformity of 
film deposition. It is shown that buoyancy effects in helium carrier 
gas commonly used in diffusion-limited CVD has a negligible 
effect on deposition rates. Susceptor motion is shown as a feasible 
alternative to improving the productivity. Conjugate heat transfer 
effects that arise demonstrate that reactor wall thickness and 
material may be judiciously chosen to improve temperature uni
formity and enhance heat transfer rates, thereby improving depo
sition rate, film uniformity, and quality. 
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Gr/Re2 = mixed convection parameter ( = gfiATH/(UZ)2) 
H = channel height 
K = thermal conductivity ratio (= kjkj) 
k = thermal conductivity 

Nu, = local Nusselt number (= hH/kf) 
Pr = Prandtl number (= vf/af) 

qtef = reference heat flux used for dimensional scaling 
Re = Reynolds number ( = UtH/vf) 
T,a = reference temperature (=qKlH/kf) 
AT = temperature difference (=JSUS - T„) 

a = thermal diffusivity (=k/pcp) 
j8 = coefficient of thermal expansion (= -(1/p)(dp/dT)\,,) 
y = susceptor tilt angle, with positive direction measured 

counterclockwise from horizontal 
v = kinematic viscosity 
8 = dimensionless temperature ( = (T—TJ)/Tnl) 

Subscripts 

/ = fluid 
insul = insulation 

s = solid 
sus = susceptor 

Introduction 
The use of chemical vapor deposition (CVD) to produce thin 

films represents an important and widely used manufacturing 
process in high technology applications. Thin films are deposited 
from a gas phase onto a solid substrate by means of chemical 
reactions at the deposition surface. The film thickness may range 
from a few nanometers to several millimeters. The quality of film 
deposition is judged by its purity, composition, thickness, adhe
sion, crystalline structure, and surface morphology. The level of 
desired quality depends largely on its application, with electronic 
and optical materials processing presenting the most stringent 
demands. Future trends in the semiconductor industry indicate the 
migration from 200-mm wafer CVD reactors to large diameter 
wafer (300 to 675 mm) systems (Semiconductor Industry Associ
ation, 1997). Market requirements for large wafer production with 
stringent deposition uniformity and high throughput requirements 
impose a formidable challenge for researchers. To improve depo
sition quality, one must understand the mechanisms governing 
access of film precursors to the substrate. Review papers by Jensen 
et al. (1991) and Mahajan (1996) provide a detailed overview of 
research on the CVD process to date. 

It is seen from a review of the existing literature that, despite the 
growing importance of this materials processing technique, many 
basic and applied aspects remain to be investigated in detail. 
Among the most important considerations that need a detailed 
study include the effects of thermal buoyancy, susceptor motion 
for continuous processing, and conjugate heat transfer on the film 
quality and deposition rate. Buoyancy-induced flow in different 
reactor geometries and orientations have been shown to affect film 
quality, rate, and uniformity. A moving susceptor extends current 
CVD technology into a continuous processing technique, thereby 
enhancing productivity. Conjugate heat transfer raises significant 
issues in CVD reactor modeling and design. All three aspects have 
received little attention in CVD literature. The present work ad
dresses these issues by initially tackling the fluid mechanics and 
heat transfer problem. This study is applicable to diffusion-limited 
CVD processes, where deposition rates may be approximated by 
the heat and mass transfer analogy. Details of this work are 
reported elsewhere (Chiu and Jaluria, 1997). 

Numerical Model 

Consider flow through a two-dimensional channel representing 
a horizontal CVD reactor. The full elliptic governing equations are 
solved using a finite volume method. The governing equations 
with constant properties under steady-state conditions are formu

lated for continuity, momentum, and energy conservation. Thermal 
buoyancy effects are modeled using the Boussinesq approxima
tions (Gebhart et al., 1988). A conjugate heat transfer model 
couples conduction heat transfer in the solid region to convection 
heat transfer in the fluid region. Details of the formulation are 
given by Chiu and Jaluria (1997). 

The boundary conditions for u, v, p, and 0 arise from physical 
considerations of the problem. The flow entering the reactor is pre
scribed as the analytical parabolic profile U = 6( v — y2) from Panton 
(1984), while no-slip and impermeable assumptions are applied at the 
upper and lower boundaries. Flow exiting the reactor is assumed to 
become fully developed, thus the first gradient in the down-channel 
direction is set equal to zero. The top wall is prescribed at the ambient 
temperature (Tj) because upper walls are often water cooled to 
preserve unreacted precursors for deposition on the substrate. The 
bottom boundary consists of three regions of finite thickness H^. The 
entrance and exit regions, defined as the insulation (Kimul), are station
ary and insulated. In between the two regions, the susceptor A"S11S 

moves at a uniform velocity tCs and is heated electrically or by 
radiation, as approximated by an uniform heat source (86/dy = — 1). 
Since the reactor medium is composed mostly of an inert carrier gas, 
radiative heat transfer only occurs at the reactor walls. The current 
study calculates convective and conductive heat fluxes only; radiative 
heat fluxes may be calculated using a net radiative enclosure model. 

Iterative convergence is ensured by comparing intermediate 
fluid and thermal fields, and by verifying mass and energy con
servation to better than one percent and when two consecutive 
comparisons differ by less than 10~6. Similarly, other parameters 
like grid size, initial guess, relaxation factor, outflow boundary 
conditions, and channel length are varied until their influence on 
the solution becomes negligible. Code validation with analytical 
solutions for developed fluid and thermal fields in a channel have 
a discrepancy of less than one percent. Experimental results from 
a developing thermal field with buoyancy (Kamotani and Ostrach, 
1976) compared well with numerical solutions (Fig. 1), with less 
than ten percent deviation. 

Results and Discussion 
Results will be presented for a horizontal CVD reactor consist

ing of a 7 cm high channel, helium carrier gas entering under 
atmospheric pressure at an ambient temperature of T«, = 300 K, 
and deposition occurring at 400 K < Tsm < 1300 K. Material 
properties are calculated at 0.5 (rsils + Tx). Using a convective 
heat flux of 0.8 kW/m2 < q,e, < 8.7 kW/m2 to reach the desired 
operating temperature and AT = (Tsm — T«,), parameters for the 
system are calculated as Gr/Re2 = 10 and 50 and Re = 10 and 50. 
The influence of buoyancy effects on deposition rate and unifor
mity are studied, followed by a discussion on the feasibility of a 
moving susceptor in a converging horizontal reactor. Results will 
conclude with an analysis of conjugate parameters (iCms, Kmsllh 

Hsas) on temperature and heat transfer rate (No,) at the susceptor 
surface. The susceptor temperature variation is related to film 
uniformity, while Nu, provides qualitative deposition rates for a 
diffusion-controlled process. 

Buoyancy Effects. The effect of buoyancy for a horizontal 
reactor is shown in Figs. 2(a) and (b) in terms of in the mixed 
convection parameter (Gr/Re2). Figure 2(a) shows that the inclu
sion of buoyancy causes fluid entrainment near the susceptor 
leading edge, while fluid at the trailing edge attempts to settle back 
into a fully developed flow. As Gr/Re2 increases from 0 to 50, flow 
disturbances become increasingly pronounced. If Gr/Re2 is in
creased further, the onset of turbulence and secondary flow char
acteristics are expected to appear. Such phenomena are three 
dimensional in nature (Ouazzani et al., 1988), and are not consid
ered in this study. Minimal susceptor temperature deviation is 
observed (Fig. 2(b)), indicating a weak buoyancy effect on tem
perature uniformity and consequently film uniformity. It was ob
served that a tilt angle of y = —6 deg dampens out buoyancy 
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Fig. 1 Developing temperature profiles at Re = 50, Pr = 0.71, and Gr = 
1000 in a horizontal parallel plate channel. Notation used: (—) calculated, 
(symbols) from Kamotani and Ostrach (1976). 

forces by constricting flow across the converging region, resulting 
in larger local Re and hence a decrease in local Gr/Re2. 

Deposition rates for diffusion-limited CVD processes can often 
be qualitatively predicted by the heat transfer rate at the susceptor 
surface, namely, Nuavg. From the cases studied, it was observed 
that fluid velocity (Ut) and buoyancy have the strongest influence 
on Nu„g. This dependence is illustrated by correlating Nuavg in 
terms of Re and Gr/Re2. The following correlation with susceptor 
heating by constant heat flux is obtained as 

N u 1 1 V E = 1 . 7 4 R e ° - 2 5 ( ^ (1) 

The correlation coefficient r2 is obtained as 0.943, indicating a 
good fit for Eq. (1). This correlation shows heat transfer having a 
relatively weak dependence on buoyancy, and the flow rate is 
dominating heat and mass transfer in this system. Therefore, 
buoyancy effects are small for parameters considered in this study. 

Moving Susceptor. A moving susceptor is of considerable 
importance since it allows for continuous deposition, resulting in 
high production rates and low costs. This practice is currently used 
in different applications such as heat treatment and material ex
trusion, but the technique has received little attention for CVD 
reactors. There is obviously a significant gain in using a continuous 

CVD process, but one must first understand the resulting process, 
its effect on film quality, and proceed to evaluate the feasibility of 
such a continuous CVD process. This section will study the effects 
of a moving susceptor on fluid flow, heat transfer, and film dep
osition. The susceptor motion considered here is defined as either 
aiding (positive £/sos), where the susceptor moves with the flow, or 
opposing (negative t/sus), where the susceptor moves against the 
flow. Since carrier gases typically flow with small velocities (U„ 
small), deposition feasibility demands that Usm be relatively small. 

The flow field is solved for various values of the susceptor 
velocity (£/sus). The governing parameters are chosen as Re = 10, 
Pr = 0.71, and y = - 6 deg to represent a CVD reactor with dilute 
reactants, low flow rate, and helium as the carrier gas with previ
ously shown negligible buoyancy effects (Gr/Re2 = 0), depositing 
silicon. Aiding (£/slB = 0.2), stationary (Usm = 0.0), and oppos
ing (Usm = -0 .2 ) susceptor motion cases of a tilted susceptor are 
specified to simulate a continuous deposition horizontal reactor 
system. Results in the form of streamlines are plotted in Figs. 3(a) 
and (b). For opposing susceptor motion, streamlines show a recir
culating region just above the susceptor surface. Such a phenom
enon is expected to modify deposition homogeneity and deposition 
rate by isolating precursor availability near the reacting susceptor 
surface. Recirculation cells can also significantly alter deposition 
characteristics by modifying reactive gas flow within a reactor. 
The flow characteristics for aiding susceptor movement reveal 
fluid entrainment into a region near the susceptor leading edge. 
This can enhance deposition by drawing extra precursors into the 
reactive region. However, excessive fluid motion can also alter 
deposition, causing nonuniform layers of deposited material. 

Figures 3(c) and (d) show the influence of aiding and oppos
ing susceptor motion on temperature and heat transfer rate 
across a moving susceptor. Because aiding susceptor motion 
enhances convective heat transfer by reducing the thermal 
boundary layer thickness, positive C/sus will result in a cooler 
susceptor surface. An opposing susceptor has a countereffect 
due to an increasing thermal boundary layer. Although temper
ature differences for finite f/sus are apparent, moving susceptors 
with small t/sus do not significantly alter the temperature field. 
The local Nusselt number (Nu,) for different susceptor veloc
ities (Fig. 3(d)) show that peaks appear at the leading and 
trailing edges due to the presence of cooler fluid near the edges, 
allowing for greater heat removal at these locations. Aiding 
susceptor motion (positive Uslls) provides greater heat transfer 
due to cooler fluid entraining in the flow over the susceptor 
surface. Opposing susceptor motion (negative f/sus) recirculates 
warmer fluid upstream, causing a decrease in heat transfer. 
Results indicate that susceptor motion can be applied to the 
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Fig. 2 (a) Buoyancy-induced streamlines and (b) susceptor surface temperature distributions for a horizontal reactor. The tilted susceptor is 
stationary and heated by uniform heat flux, at Re = 10, Pr = 0.71, and y = - 6 deg. 
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Fig. 3 Streamlines for (a) opposing ((/su9 = -0.2) and (b) aiding (t/BUB = 0.2) susceptor motion, (c) susceptor surface temperature, and 
(d) Nusselt number distributions for y = - 6 deg 

current reactor geometry with slight changes in heat transfer 
and temperature distributions. Similar trends are also observed 
for other susceptor tilt angles and isothermal susceptor heating. 
Silicon deposition rate predictions on a moving susceptor for 
similar configurations are discussed by Chiu and Jaluria (1998). 

Conjugate Heat Transfer. In the pursuit of high film unifor
mity, reactor designs require a uniform temperature distribution 
across the susceptor surface. Typical susceptor heating designs 
allow for thermal energy conduction loss into the surrounding 
reactor walls, resulting in a nonuniform temperature distribution at 

the susceptor surface. Since the deposition rate is strongly depen
dent on temperature, small temperature deviations will result in 
nonuniform deposition across the susceptor, especially near the 
edges. This phenomenon is known as an "edge effect." Although 
conjugate heat transfer has a significant impact on film quality, this 
aspect has not been considered in adequate detail in the literature. 

Specific Ksm and Kmnl values are chosen to simulate reactor wall 
materials consisting of He gas gap (K = 1), Borosilicate (Pyrex) Glass 
(K = 4), Titanium Dioxide (K = 15), and Silicon Dioxide (K = 44), 
as discussed by Pierson (1992). A parametric study of these combi-

nonconfugate 
conjugate 
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Fig. 4 (a) Comparison of susceptor temperature results obtained from conjugate and nonconjugate cases and (b) Nusselt 
number distribution for different Insultation materials in a uniform heat flux heated reactor at Re = 10 and y = 0 deg 
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Table 1 Susceptor temperature dependence on conjugate 
Pr = 0.71, Gr = 0, and y = 0 deg 

£*»» Ki»i #™ 0„ Range 

15 1 0.1 0.32-0.61 
44 1 0.1 0.42-0.64 
15 4 0.1 0.29-0.58 
15 44 0.1 0.19-0.50 
15 1 0.4 0.40-0.57 

nations are shown in Fig. 4 using Re = 10, Pr = 0.71, Gr = 0, y = 
0 deg, and f/sus = 0.0. Conjugate parameters are KSIIS = 15, K-mml = 1 
and #sus = 0.1, unless specified otherwise. Figure 4(a) shows a 
comparison of susceptor surface temperatures for the conjugate and 
nonconjugate cases. In the nonconjugate case, a prescribed zero 
thickness wall (//slls = 0) directs thermal energy input directly into the 
gas phase. When conjugate effects are considered, a redistribution of 
energy into finite region solid regions results in a warmer surface at 
the susceptor leading edge, while the susceptor trailing edge drops in 
temperature. The heat transfer rate at the susceptor surface decreases, 
with the largest drop occurring at the edges where energy is trans
ferred to the fluid as well as to the insulating regions. These obser
vations emphasize the importance of conjugate heat transfer effects in 
CVD reactor modeling. 

The effect of Kimll variation on susceptor interface temperature 
and rate of heat transfer is shown in Fig. 4(b). A large £insU| results 
in a greater amount of energy drawn towards material surrounding 
the susceptor. Consequently, heat transfer rate over the susceptor 
surface decreases, with the largest drop occurring at the edges. 
Interestingly, the case of K,„slll > jRf8US reveals two local Nu, dips 
near the susceptor edges. Since the K parameter is obtained by 
scaling with the fluid thermal conductivity (kf), solid regions with 
K > 1 have larger thermal conductivity than the fluid. If this 
condition is combined with Kimal > Kms, most of the energy will 
travel from the susceptor into the insulating region rather than into 
the fluid and energy loss at the susceptor edges into the insulation 
becomes significant. In consequence, susceptor temperature uni
formity may be controlled by proper wall material selection. These 
features may be incorporated in CVD reactors to avoid irregular 
deposition and reduce edge effects. 

Since deposition uniformity is related to susceptor temperature 
uniformity, Table 1 tabulates 6\,ls uniformity for different solid 
material properties and thicknesses. Minimal 0S11S variations occur 
by increasing Af!lls or decreasing K]mi], allowing the system to direct 
thermal energy towards the susceptor surface. Furthermore, the 
solid region may be considered as an energy diffuser, acting to 
redistribute energy more evenly before heat is transfered into the 
fluid region. This observation is confirmed by the fact that a thicker 
solid region (//sus = 0.4) has only a nine percent variation, which 
is significantly lower than other cases. 

Conclusions 
Heat transfer and fluid flow processes in horizontal CVD reactors 

have been simulated and used to predict diffusion-limited chemical 

transfer effects for flow in a horizontal reactor with Re = 10, 

Average Standard deviation Percent of variation 

0.53 0.08 16% 
0.57 0.06 10% 
0.50 0.09 17% 
0.41 0.09 21% 
0.53 0.05 9% 

vapor deposition through the heat and mass transfer analogy. Using 
this analogy, deposition rate and uniformity can be qualitatively 
predicted by the susceptor surface temperature and Nusselt number. 
Correlations indicate buoyancy as a weak effect under the operating 
conditions considered. A slow-moving susceptor with aiding and 
opposing motion was found to significantly alter the flow field, but to 
exhibit weak influence on heat transfer rate and susceptor temperature 
uniformity, emphasizing the feasibility of continuous processing. A 
comparison with the nonconjugate problem showed that conjugate 
effects represent an important factor in reactor design and operation. 
Further investigation into the use of materials with different size and 
properties revealed cases where certain material arrangements will 
lead to large temperature and heat transfer nonuniformities, and ma
terial combinations may be selected to enhance deposition quality, 
rate, and film uniformity. 
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